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Cultural transmission has long been a key organizing principle within anthropology, but the effort to for-

malize cultural transmission models and fit them to archaeological data is more recent, stimulated by work

by Robert Dunnell in the 1970’s. Since then, the use of cultural transmission modeling in archaeology has

branched into several research programs: one macroevolutionary, employing phylogenetic methods; and one

microevolutionary, employing models derived from population genetics. A third research program, focused

on intermediate or ”mesoscopic” scales and seriation as a finer-grained counterpart to phylogenetic and cladis-

tics, is being developed by Carl Lipo and the present author.

This dissertation collects research papers by the author since 2012 which examine two questions. First,

are equifinality issues encountered in the microevolutionary research program solvable or do they prevent us

from employing individual-scale models? Second, to the extent that equifinality cannot be circumvented, can

we construct better approaches at the mesosopic scale appropriate to coarse grained, time averaged data?

Two papers examine the first question, using simulation modeling and statistical methods to test whether

theoretical models can be distinguished even in principle. The first paper examines the effects of temporal

aggregation, which is ubiquitous in the archaeological record, on our ability to distinguish between cultural

transmission models, and finds significant issues in doing so with time averaged data. The second paper

examines the effects of population heterogeneity in social learning modes, which is well documented from



living human and animal populations. I find that heterogeneous mixtures of social learning rules can be

identified statistically, but only with synchronic censusing of the population, and that time averaging and

small samples render mixtures indistinguishable from pure unbiased copying.

Turning to the second question, three papers continue my long-term research into reshaping the classical

seriation method into a tool for tracing the structure of cultural transmision at regional scales. One short

paper examines the combinatorial structure of the seriation problem when we admit multiple subsolutions.

A second paper seeks to increase the size of possible seriations, which is necessary to incorporate significant

spatial variation and yield a tool usable for investigating the history of cultural transmission in a region. We

increase the potential size of seriation solutions by switching from unimodality to distance minimization as

the ordering criterion, yielding “continuity” seriation as a distinct method. A third paper in this group then

applies continuity seriation graphs as the observable variable, in a methodological study of how to construct

models of how cultural transmission was structured at the regional scale. This paper introduces “interval

temporal networks” as a way to formalize our hypotheses about regional interaction and transmission, and

explores a statisticalmethod for summarizing the topology of seriation graphs, to assess their fit to our regional

interaction models.

A final paper examines a different kind of mesoscale question: how do we begin to model not just the

spatiotemporal structure of past cultural transmission, but its content as well. The chapter models the depen-

dency structure of the knowledge required to construct complex artifact types, through the “prerequisites”

needed for each step, and introduces a model where transmission of subsequent traits requires learning their

prerequisites first. This simplified model of “structured” cultural traits is then used to explore the “learn-

ing hypothesis” for behavioral modernity, by looking at the richness and depth of knowledge gained when

transmission is mostly accomplished by simple imitation compared to learning via a teacher. The results

are suggestive that the learning hypothesis can account for the increased richness of “behaviorally modern”

hominids, and more importantly, points the way to more substantive and technologically informed cultural

transmission models.
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CHAPTER 1

Introduction and Research Problem

1.1 Introduction

The study of human behavior within a scientific, Darwinian framework is no longer an upstart enter-

prise, operating on the fringes of biology and several social sciences such as anthropology, psychol-

ogy, and economics. Only anthropology, however, can rightly claim responsibility for introducing

and elaborating the idea of the “transmission” of culture, and it is the only social science for which

cultural transmission is—and has been, for more than a century—a central organizing concept for

the discipline (Lyman, 2008). Over the past 40 years, intense interdisciplinary research in anthro-

pology and related fields has yielded a large cohort of researchers pursuing a range of Darwinian

based investigations into human behavior. This cohort includes those conducting studies using

gene-culture coevolution (or “cultural transmission theory” more broadly) (e.g., Boyd and Rich-

erson, 1985; Cavalli-Sforza and Feldman, 1981; Mesoudi et al., 2006b; Richerson and Boyd, 2005),

social psychological theories of norms and social epistemology (e.g., Binmore, 2005; Fehr and Fis-

chbacher, 2004; Lewis, 1969), and the study of strategic social interaction using the tools of evolu-

tionary game theory (e.g., Gintis et al., 2000, 2005; Gintis, 2014; Weibull, 1997). Taken together,

1
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these approaches offer increasingly productive means for understanding the structure and patterns

of human behavior in areas such as cumulative cultural evolution and the evolution of cooperation.

These approaches to human behavior, however, tend to focus on the mechanisms by which in-

formation is passed and transformed between groups of people or from individual to individual. In

the context of historical science, these provide proximate explanations. Tracing ultimate causation

in order to account for why patterns of traits appear in varying frequencies through time and across

space requires a way to document “descent with modification.” Evolutionary archaeology, in partic-

ular, seeks to document evolutionary change from the archaeological record by extracting data on

the transmission and inheritance of cultural traits.

For much of its history, anthropologists have traced and explained cultural patterns using in-

tuitive, common-sensical methods (e.g., Lyman, 2009; Lyman and O’Brien, 2000a,b; O’Brien and

Lyman, 1999b), which came to be partially systematized in the 1930’s as “culture history.” (Lyman

et al., 1997; Lyman andO’Brien, 2001; Lyman andMichael, 2003; Lyman, 2008; O’Brien and Lyman,

1998; O’Brien et al., 2000). In the 1960’s, a move to build explicit evolutionary explanations failed to

capture the potential of the Darwinian paradigm, instead adopting a vitalistic and Lamarckian ac-

count of change (Dunnell, 1980). The combination of intuitive methods combined with theoretical

models that offered only generalizations about change limited the success of anthropological efforts

to explain human behavior using an evolutionary framework for decades.

Dunnell’s influential works in the late 1970’s and 1980s introduced a radical alternative to the

“cultural evolution” then prevalent within archaeology (Dunnell, 1978, 1982, 1980, 1989). These

works ultimately have supplied the basis and rationale for at least three distinctive research programs

that focus on cultural transmission, each concentrating on a different scale of analysis. While there

are other possible divisions between research programs, such as the focus on learning theory that

comprisesmuch of the work conducted in Japan (e.g., Feldman et al., 1996; Aoki and Feldman, 1987;
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Aoki et al., 2011; Aoki, 2013, 2015; Nakahashi, 2013; Nishiaki et al., 2013; Terashima, 2013; Wakano

andAoki, 2007;Wakano et al., 2004), the division used here is focused upon issues of spatiotemporal

scale and analytical level sensu Dunnell (1971).

The first program centers on an argument made by Dunnell (1978) that links the intuitive foun-

dation of “culture history” with the large-scale needs of an evolutionary archaeology. This research

area focuses on the separation of “homologous” similarity from similarity due to convergent adap-

tation in order to understand ancestor-descendant relationships. Its most notable area of develop-

ment has been the adoption and development of cladistic methods borrowed from biology (Borger-

hoff Mulder et al., 2006; Lyman et al., 1997; Lyman and O’Brien, 2006a; O’Brien and Lyman, 1999a;

O’Brien et al., 2000, 2001, 2003; O’Brien and Lyman, 2003; O’Brian and Lyman, 2000; Prentiss and

Laue, 2019; Prentiss et al., 2015; Tëmkin and Eldredge, 2007). This research program is “macroevo-

lutionary” in flavor and combines methods from biogeography, demography, phylogenetics, and the

comparative method to understand large-scale evolutionary history.

A second research program aims to use formalmodels of cultural transmission to explain the dis-

tributional characteristics of stylistic variation in artifact assemblages. This approach is “microevo-

lutionary” in scale since it focuses on model fitting and inference within single assemblages or small

sets of assemblages, taken to represent a population. The work started from Dunnell’s (1978) in

which differences were not subject to natural selection (i.e., “neutral traits”) but also includes the

pioneering modeling work of Boyd and Richerson (1985) and Cavalli-Sforza and Feldman (1981).

Fraser Neiman (1995) provided a quantitative basis for this effort using the Wright-Fisher model

from theoretical population genetics to derive predictions about artifact class diversity measures.

Using these predictions one can evaluate whether thesemeasuresmeet the expectations of neutrality.

In this way, Neiman provided a practical test for determining whether sets of classes used to describe

assemblages displayed signs of neutrality and thus are usable for tracing homology and evolutionary
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theory (Eerkens et al., 2006; Eerkens and Lipo, 2007; Lipo et al., 1997; Lipo and Madsen, 2001; Lipo,

2006).

The goals of this research program are several (Marwick, 2005). First, in addition to statistical

testing for goodness of fit to the expectations of neutrality, researchers examined the conditions that

lead to neutrality and the potential for selective pressures to be involved in the evolution of cultural

traits (Bettinger and Eerkens, 1999; Bettinger, 2008; Eerkens and Lipo, 2005; Evans and Giometto,

2011; Pfeffer, 2001; Steele et al., 2010; Wilhelmsen, 2001). Second, a large group of researchers

have been interested in employing Boyd and Richerson’s (1985) models of transmission biases to

characterize ways in which past populations may have had propensities for novelty-seeking, a bias

towards conformity, or prestige-biased imitation (Acerbi and Bentley, 2014; Bentley and Maschner,

2001; Hahn and Bentley, 2003; Bentley and Shennan, 2003; Bentley et al., 2004, 2007; Bettinger

and Eerkens, 1999; Herzog et al., 2004; Kohler et al., 2004; Mesoudi and Lycett, 2009; Shennan and

Wilkinson, 2001; Shennan and Bentley, 2008). To the extent that this research tradition has made

use of neutral models as a “null hypothesis” against which to test for departures, such studies have

employed the same models and methods. For example, both types of work have tended to focus on

examination of frequency patterns within an assemblage or small set of assemblages (see the detailed

reviews by Kandler and Crema, 2019; Walsh et al., 2019).

A third research program is focused on scales in between single populations and the large-scale

viewpoint of macroevolutionary studies. Carl Lipo and myself, in collaboration with Dunnell prior

to his passing in 2010, have been engaged in exploring “mesoscale” methods for tracing transmis-

sion patterns within and across regions, using observable units which incorporate time and change

directly. A focus above the “microevolutionary,” we believe, is essential given the diachronic and

time averaged nature of the archaeological record. Furthermore, the observable units we employ are

critical to rendering our cultural transmission models empirically sufficient. Much of our work has
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involved extending classical seriation methods to be general purpose tools for constructing mod-

els of evolutionary histories (Lipo et al., 1997; Lipo, 2001b; Lipo and Madsen, 2001; Lipo, 2005;

Lipo et al., 2015; Lipo and Madsen, 1997; Lipo et al., 1995; Madsen et al., 2008; Madsen and Lipo,

2014, 2015). Others who have focused on themesoscopic include Kandler and Shennan (2013)’s im-

portant work on non-equilibrium neutral models, and Kandler’s subsequent work with approximate

Bayesian generative approaches (Kandler and Shennan, 2015; Kandler and Powell, 2018;Wilder and

Kandler, 2015).

All three programs have had varying levels of success in the overall goal of using Darwinian

evolutionary theory to account for cultural aspects of human behavior. The macroevolutionary re-

search has demonstrated its utility for examining homology and tracing evolutionary relationships.

The microevolutionary research program, on the other hand, has been struggling for the last decade

to demonstrate its ability to fit detailed models of transmission bias to archaeological data (Kandler

and Crema, 2019; Richerson and Boyd, 2008). Thus, much attention has been given to identifying

sources of equifinality and seeking to remedy or “correct” for them (Barrett, 2019; Premo, 2010). In

contrast, the mesoscopic work has sought to avoid problems of equifinality by focusing on an ana-

lytical level (i.e., multiple assemblages) that are a better match for the scale of a given empirical data

set (e.g., Eerkens and Lipo, 2007; Lipo, 2001a; O’Brien et al., 2015; Perreault, 2019).

The issue of equifinality remains a serious challenge to the goal of building a fully evolutionary

archaeology. To move forward, we need to ask some difficult questions. While we can match data

to the expectations we derive from models, how do we know that other matches are not likely? Is

it possible to “correct” for equifinality? Do studies at scales above single assemblages offer the best

solution to this problem?

Based on the fundamental issue of equifinality, this dissertation has two parts. First, I explore

whether the challenges faced by the microevolutionary research program are solvable ones and
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whether there are fundamental limitations on our ability to distinguish the details of cultural trans-

mission from the archaeological record. Second, and following the mesoscopic approach, I inves-

tigate whether there are ways of constructing better observable units from our observations of the

record that allow us to map homology and evolutionary history in empirically sufficient ways. These

two questions have motivated my research for more than a decade, going back to joint work with

Robert Dunnell, Carl Lipo, and Tim Hunt (Lipo et al., 1997; Lipo and Madsen, 1997; Lipo et al.,

1995).

In the next section, I review the issues that have been discovered within the microevolutionary

program in more detail. I describe conclusions reached from several pieces of my own research,

included in this dissertation that aimed at understanding the limitations of the dominant approach

to detailed, microevolutionary modeling in archaeology. Those limitations largely stem from the

conceptual approach that early attempts at microevolutionary modeling took in archaeology. In

particular, they are derived from the implicit willingness to ignore themismatch between synchronic

methods and modeling approaches, and the diachronic nature of the archaeological record. As I

show in one of the papers included here, we are unlikely to simply “correct” for the diachronic nature

of the records simply by creating better methods. Microevolutionary approaches simply require

data that are not typically available in the archaeological record except in a few idiosyncratic cases

(Scholnick, 2010; Mallios, 2014).

The idea that the initial promise of themicroevolutionary programmay be limited by fundamen-

tal equifinality issues will be disappointing to some. In particular, we may not be able to uniquely

fit social psychological models of transmission to archaeological data, and this limits our ability to

consider cultural transmission modeling as a bridge between social theory and most archaeological

data. My own contention is that we should not expect such a bridge to be possible, given the nature

of the empirical record we study (see also Perreault 2019). As Richerson and Boyd (2008) note, the

6



1.1. Introduction

archaeological record “speaks softly” on too many of the pieces of information one needs in order to

make the microevolutionary modeling approach more than an interpretive heuristic in most cases.

At the other end of the spectrum, the macroevolutionary approach and cladistic modeling are

important tools formapping large-scale evolutionary history, but themethod typically relies on pres-

ence and absence data for classes and types. This reliance means that macroevolutionary methods

are limited in their ability to resolve detail in evolutionary history. To map homology and history

at more detailed temporal and spatial scales, we need tools that can make use of our quantitative

understanding of variation over time and space.

Instead, I argue that we need to build a distinct approach focused at “mesoscale” phenomena. By

developing models and methods for scales between the individual level and large-scale phylogeny,

we will hope to address the detailed record of cultural evolution in a region. The goal of building

distinctive methods for the mesoscale is to gain substantial increases in empirical sufficiency, and

build tools that inherently incorporate the diachronic nature of our data.

Based on this reasoning, the heart ofmy dissertation research addresses themeans for construct-

ing observable units from our observations of the record that allow us to map homology and evolu-

tionary history in empirically sufficient ways. I explore how we can use data structures—–seriations

and dependency graphs—–as the observational units or “features” (in data science terminology) for

fitting models to archaeological data. This work combines aspects of “feature engineering” from

machine learning and data science, where variables and data are combined in ways that provide

the maximum ability to discriminate between hypotheses or models, and good old-fashioned unit

construction using tools like seriation that have long history within our discipline.
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1.2 Attempts to Assess Equifinality in the Microevolutionary Program

While early and paradigm setting efforts began in the late 1970’s (e.g., Dunnell, 1978), themicroevo-

lutionary program was first established in the early work of Cavalli-Sforza and Feldman (1981) and

Boyd and Richerson (1985). These contributions were followed by a series of works in the late 1980s

and 1990’s (e.g., Dunnell, 1989; Neiman, 1990, 1995). The greatest growth of microevolutionary

approaches, however, occurred after 2000 (e.g., Eerkens and Lipo, 2005; Hamilton and Buchanan,

2009; Kandler and Shennan, 2013, 2015; Jordan and Shennan, 2003; Shennan and Wilkinson, 2001;

Perreault and Brantingham, 2011; Scholnick, 2010; Rorabaugh, 2014; Wilder and Kandler, 2015).

Since that time, much attention has been given to the application of various statistical tests to a

variety of data sets, both contemporary (e.g., Herzog et al., 2004; Hahn and Bentley, 2003), and

archaeological (e.g., Jordan and Shennan, 2003; Mesoudi and O’Brien, 2008a; Shennan and Wilkin-

son, 2001). The goal of these studies has been to demonstrate the potential to examine modes of

transmission that appear at the scale of individuals. Much of this work shares a common conceptual

structure:

• A chosen model of transmission bias (or models) is compared to a model lacking bias (typi-

cally, the Wright-Fisher model of genetic drift);

• Predictions for a diversity statistic or the shape of a frequency distribution at equilibrium are

made from all of the models, sometimes using analytic equations (from Wright-Fisher), but

more often by simulation;

• An empirical data set of artifact class frequencies are compared to model predictions to see

which model has the closest match.

Most of the early studies presented their results as seemingly clear-cut and implied that it was
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possible to differentiate between models given existing, previously-collected data on artifact classes.

Within the last decade, however, the early clarity in the results has receded, especially after re-

searchers began to reanalyze data sets using different approaches, with divergent results.

The European Neolithic Merzbach Linearbandkeramik (LBK) ceramic dataset has often been

held as an example of how it is possible to isolate microevolutionary mechanisms. Kandler and col-

leagues (2015), however, note that after four studies previous to their own, the results remain con-

flicted as some studies support the hypothesis of neutrality for ceramic styles in the Merzbach LBK,

while others reject neutrality in favor of anti-confirmist or novelty-seeking models of transmission.

These analyses included a variety of methods that include variants of the diversity index method

(Shennan and Wilkinson, 2001; Shennan and Bentley, 2008), power law fits (Bentley and Shen-

nan, 2003; Shennan and Bentley, 2008), Kandler’s non-equilibrium assemblage comparison method

(Kandler and Shennan, 2013), and finally, an approximate Bayesian “generative” modeling approach

(Kandler and Shennan, 2015). Each analysis offered compelling evidence about microevolutionary

mechanisms, though the results varied on a study-by-study basis.

The failure to consistently replicate the initial conclusions drawn from theMerzbach LBK assem-

blages is not due to a faulty analytical method. Rather, it is due to the inherent problem in seeking to

isolate individual-scale mechanisms from these data. In the past decade, this conclusion has become

clearer when researchers began to focus on the sources of equifinality that might cause one to be un-

able to distinguish between biased and unbiased transmission models (Premo, 2010). Equifinality

is a consideration whenever one seeks to account for samples of data from a complex empirical phe-

nomenon, complete with chaos and nonlinearities (Bertalanffy, 1969). When our theoreticalmodels

are relatively simple and stochastic in nature, it is likely that multiple models can generate the same

outcomes.

Equifinality has long been understood as an issue in archaeological interpretation and analysis
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(e.g., Gifford-Gonzalez, 1991; Kandler and Powell, 2018; Lamberg-Karlovsky, 1970; Lyman, 2004;

O’Brien et al., 1998; Premo, 2010; Rafferty et al., 2008). It has not, however, been the subject of

systematic study unlike disciplines such as geomorphology, climatology, and especially hydrology

(e.g., Culling, 1987; Beven, 1996; Cicchetti and Rogosch, 1996; Aronica et al., 1998; Savenije, 2001;

Beven, 2006; Ebel and Loague, 2006; Bonham et al., 2009; Vrugt et al., 2009; Cruslock et al., 2010;

Khatami et al., 2017, 2019). The lack of attention in archaeology on issues of equifinality has long

thwarted progress towards consistent method development and cumulative knowledge generation.

And the problem is one that can be addressed: given that varying factors can cause different trans-

missionmodels to yield similar outcomes, it is incumbent upon us to design better analytical models

and methods that are designed to circumvent the problem.

The most readily apparent contributor to equifinality in our models is the mismatch between

the synchronic structure of our models and predictions, and the diachronic, aggregate nature of the

archaeological record. While many evolutionary models address the structure of variability genera-

tion at particular points in time, the data we evaluate represent a cumulative set of events of varying

duration. Thus, a key step in any evolutionary model is the derivation of model predictions for

distributional characteristics or summary statistics that can be used to compare with our class fre-

quency data. In most cases, however, the predictions or test statistics are synchronic; that is, they

describe the situation that obtains in a hypothetical population subject to the transmission model at

a point in time. Much of classical population genetic theory is structured to describe conditions at

points in time. For example, in pre-genomic population genetics researchers used stochastic models

of genetic sampling within a population to produce predictions from the stationary distributions

of the stochastic process and the extraction of marginal distributions or various statistics about the

population or samples from the population (e.g., Ewens, 1972, 2004; Slatkin, 1994; Watterson, 1974,
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1978).1 Given the fact that the archaeological record represents the accumulation of events over

time, naively borrowing this conceptual structure from population genetics without serious modi-

fication has been a major mistake. The lack of modifications to account for archaeological data is

compounded by our inability to fully parameterize cultural transmission models, as Richerson and

Boyd (2008, 301-302) noted in their critique of microevolutionary efforts in archaeology. If our

models rely on parameters such as population size but we cannot directly measure population using

the archaeological record, we already working from a vastly weakened position.

The archaeological record, however, is diachronic. As a result, the nature of the archaeological

record has fundamental consequences for cultural transmission modeling. It is clear to all archaeol-

ogists that the archaeological record is not a sequence of “moments in time” but rather a cumulative

record of artifact deposition whose temporal properties depend not just upon the intensity of use,

but upon the sedimentary and geomorphological context (Schiffer, 1983, 1987; Stein, 2001, 1987,

1993, 2001; Stein et al., 2003). As a result, there is a growing understanding that many, if not most,

of our samples of the archaeological record reflect deposition over variable and significant spans

of time. This fact means that archaeological data—counts and frequencies of artifact types, species

in faunal assemblages and skeletal part inventories, paleobotanical assemblages, indeed, every kind

of archaeological data—are potentially “time-averaged” (Walker and Bambach, 1971). As a result,

our data almost never refer to a specific configuration of a population, but are a kind of aggregate

observation over a duration.

The effects of “time averaging” have been studied in a variety of contexts within archaeology. The

most prominent studies tend to be in Paleolithic deposits and certain depositional contexts such as

aeolian environments and surface contexts that are comprised of stable and old surface ages (e.g., Bai-

1This style of modeling and analysis roughly characterizes “pre-genomic” theoretical population genetics; contem-
porary population genetics is considerably more diverse theoretically, especially after the introduction of the coalescent
(Wakeley, 2008) and the widespread use of phylogenetic methods on a flood of genetic data.
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ley, 1981, 1983, 1987, 2007, 2008; Shott, 2008; Stern, 1994, 2008; Wandsnider, 2008). Similar to the

attention paid by paleontologists and paleobiologists (Kidwell, 1997; Kowalewski, 1996; Olszewski

and West, 1997; Olszewski, 1999, 2004), time averaging has also seen serious work in zooarchae-

ological and faunal analysis (Broughton and Grayson, 1993; Grayson and Delpech, 1998; Lyman,

2003) given the importance of diversity indices and other summary statistics whose interpretation

is greatly affected by assemblage duration.

My efforts to address the issue of equifinality are included in Chapter 2. Written in 2012 and

released on Arxiv.org, this article provided the first analysis of the effects of time averaged sam-

ples on the diversity statistics and statistical tests of neutrality that were commonly being employed

in cultural transmission research within archaeology. I used agent-based simulation to sample the

behavior of neutral and non-neutral transmission models under varying degrees of time averag-

ing, and examined the resulting effects on common diversity statistics and neutrality tests to deter-

mine whether transmission bias may have affected the class frequencies wemeasure. My conclusion,

which was then echoed by Premo (2014), is that even moderate amounts of temporal aggregation

render standard ”tests” for bias and neutrality unable to discriminate effectively between the two.

Since the publication of this work, others have also taken the simulation approaches that Premo and

I used. These more recent studies explore how time averaging in our data affects the spatial scale

of cultural differentiation, and how the apparent rates of change we measure from archaeological

samples scale with duration (Miller-Atkins and Premo, 2018; Porčić, 2014; Perreault, 2018). From

the cumulative results of these works, it is quite clear that even moderate amounts of time averaging

destroy the ability to treat archaeological samples “as if ” they were synchronic.

This lesson led to a significant improvement in archaeological modeling of cultural transmis-

sion. In 2013, Kandler and Shennan (2013) moved beyond synchronic model predictions and in-

stead demonstrated how it is possible to extract diachronic or “non-equilibrium” predictions about
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expected change over time from standardmodels of neutral and biased cultural transmission . Their

work takes a diachronic approach to microevolution modeling rather than trying to “correct” a syn-

chronicmodeling approach tomatch the needs of the data. The task of building on their foundational

research will be vital to future success for those exploring cultural phenomena at archaeological

scales.

The work of Kandler and Shennan (2013) has been followed by a critique of, and replacement

for, the way that archaeologists had been approaching the “model selection” step in the above con-

ceptual approach. Crema (2014) as well as Kandler and colleagues (e.g., Kandler and Shennan, 2015;

Wilder and Kandler, 2015; Kandler and Powell, 2018; Kandler and Crema, 2019) have advocated for

a “generative approach” to the study of cultural transmission in which model selection is performed

against empirical data. The generative approach combines approximate Bayesian model selection

(Sisson et al., 2018) with simulation modeling to produce predictive data sets. Based in Bayesian

methods, the power of this approach comes from one’s ability to estimate the “posterior distribu-

tion” of the statistical behaviors one can expect to see from each of a number of transmission mod-

els, along with an estimate of how likely each combination of observable statistics would be given

the expectations of specific models. This approach allows one to rank statistics derived from archae-

ological data (e.g., a diversity measure, or the slope of a frequency distribution) by their likelihood

to have arisen under each model. One can then examine the likelihoods presented by each model

and determine whether there is a single model which could account for the observed data, or–more

likely–whether there are still multiple models which could have generated the observed data. Even

more importantly, this combination of simulation and model selection allows the study of scenarios

with non-stationary parameters, including growing or shrinking populations, and the incorporation

of significant population structure in our models (Kandler and Powell, 2018; Rorabaugh, 2014).

This kind ofmodel selection approach, which uses simulation frommodels to determine the like-
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lihood of observed data under eachmodel, is increasingly common across the sciences and occurs in

a number of variants, from parametric and non-parametric bootstrapping (Efron, 1981; Efron and

Tibshirani, 1993), multiplemodel comparisons using a variety of information criteria (Burnhamand

Anderson, 2002), posterior predictive simulation in Bayesian approaches (Gelman et al., 2013, 1996;

McElreath, 2020; Robert, 1994), and approximate Bayesian computation when the likelihood func-

tion cannot be evaluated or even formulated in a closed-form equation (Beaumont et al., 2002; Toni

et al., 2009; Beaumont, 2010; Csilléry et al., 2010; Marin et al., 2012; Sisson et al., 2018). These kinds

of model selection approaches have demonstrated their value in evolutionary biology (see the excel-

lent review by Brown and Thomson, 2018), although as Brown and Thomson note, such techniques

are not yet standard practice even given the mathematical sophistication of molecular phylogenet-

ics and other evolutionary subfields. Simulation-based model fitting should be widely applicable

in archaeology. In a particularly clear and sophisticated example, DiNapoli and colleagues (2019)

combined information-theoretic criteria and simulation from Poisson point-process models to ex-

plain the spatial pattern of ahu on Rapa Nui, finding that their distribution is most strongly related

to the distribution of sources of fresh water. Since approaches like these allow us to quantify sources

of uncertainty in our models and judge where models fit and also fail to match our data, they should

become standard practice.

1.3 Are There Structural Equifinalities We Cannot “Correct”?

Even with the power of generative modeling and simulation-based model selection, it has proven

difficult to distinguish between neutral and biased models of transmission (Kandler and Crema,

2019). This difficulty arises from several sources of structural equifinality that make the archaeo-

logical fitting of detailed cultural transmission models to individual populations a difficult or even
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impossilbe enterprise in most circumstances. One source of equifinality arises from the complex

mixture of imitation, teaching, and mixtures of social and individual learning processes that we call

“transmission” in real populations (Wimsatt, 2019). Real populations of humans and social animals

bear little resemblance to the pure populations of most models employed in the literature today.

Another source of equifinality arise from the stochastic nature of the models we necessarily employ

and our inability to sample multiple realizations of a stochastic process when we try to fit individual

assemblages to transmissionmodels. Any single data point may be compatible with a wide variety of

models; only with multiple samples from the same realization of a process can we hope to do model

selection with validity and statistical power.

The first source of structural equifinality is a consequence of the basic features of the phenomena

we study: real human populations interact in complex ways. They never follow any single “mode”

or strategy for adopting cultural information and learning from their peers. Realistic populations

always include variation among individuals, and individuals often vary over time in the degree to

which they vary the ways they learn or adopt behaviors . Individuals might follow conformist strate-

gies at one point or novelty-seeking tendencies at another. Individuals vary the learning strategies

they employ depending upon the type of situation faced, or the kind of trait involved. Thus, we

should expect that populations will always be mixtures of cultural transmission modes and learn-

ing strategies, and one would expect the statistical signatures of these strategies to present complex

statistical profiles. In the worst cases, the contributions of different learning strategies and biases

may even “cancel out” at the population level, entirely eliminating our ability to distinguish one

model from another. Given the effect of population mixtures, much of the equifinality we encounter

in the microevolutionary approach is structural, and will not be resolved through better analytical

methods—it is built into the phenomena themselves.

In 2016, I wrote Chapter 3 to explore this issue. This chapter examines the degree to which we
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can distinguish mixed populations using coarse grained, population level data. I use a variation

on the generative approach described earlier. The study pairs agent-based simulations of differing

population mixtures and compares them to each other and to a population of unbiased copiers.

From each model in a pair, 23 different summary statistics are collected, all of which have been in

use in the cultural transmissionmodeling literature. The simulations incorporates the effects of time

averaging and sample size, to determine the interaction between these critical empirical factors and

our ability to cleanly separate models from summary data. It accomplishes this task by generating

several different sets of predicted data from each simulation pair with differing sample sizes and

amounts of time averaging. I use a gradient boosting classifier to determine the degree to which

any combination of summary statistics are able to distinguish between models in a comparison, and

which observable variables are important for separating and identifying the models (Natekin and

Knoll, 2013; Friedman et al., 2000; Hastie et al., 2009).

In the chapter, I conclude that that equifinality is rife among mixture models. While the ability

to census an entire population under conditions that lack time averaging permits model discrimina-

tion, sampling and time averaging quickly makes these discriminations statistically impossible. For

example, it is typically impossible to distinguish amixture of anti-conformists and conformists from

a pure population of unbiased copiers. The effects can simply “cancel out” at the level of the popula-

tion. Only under the simplest conditions in which observations are synchronic and populations are

fully censused is there enough departure from the expectations of neutrality in a population that the

classifier can find combinations of predictors that separate the distributions. But when one is limited

to using finite samples and/or when samples represent significant intervals of time, it is difficult or

impossible to tell which mixture of models may be represented in empirical data. Although the rela-

tionship between assemblage sample sizes and population sizes are typically not directly studied in

most modeling exercises, our samples of the archaeological record are always samples of artifact dis-
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card and deposition from portions of a past population. This inherent sampling issue and thus our

inability to discriminate among mixtures of transmission modes seems structural and unavoidable.

It is not hard to understand why our simple models of transmission produce so many avenues

for equifinality. Our models of transmission are stochastic and incorporate chance in the processes

of learning between individuals, and in the ways in which we model innovation. Chance is a key

component of all historical phenomena. While the general claims of Billiard and Alvergne (2018)

about the lack consideration of this fact among archaeologists are accurate, most archaeologists ac-

cept that stochastic models are essential for modeling complex social behavior, and chance plays an

important role in explaining any historical or evolutionary phenomenon.

That said, the structure itself of our models of biased and unbiased transmission (especially for

discrete traits) contribute strongly to the potential for equifinality. At their core, each of the models

we have attempted to fit to archaeological data are Markov chains that model trajectories of change

in integer partitions (Crane et al., 2016). Our models are, structurally, all variations of sampling

schemes from distributions within the Poisson-Dirichlet family; when the samples represent un-

ordered partitions, the famous Ewens Sampling formula or distribution results. The Ewens distri-

bution does reflect the underlying probability model for the “infinite-alleles” model of neutral drift

(Ewens, 1972), but there is strong convergence in distribution for other models as well (Huillet,

2007). The Ewens distribution can represent the distribution of allelic partitions under selection

as readily as it can neutrality (Gillespie, 1977; Grote et al., 2002; Khromov et al., 2018; Sawyer and

Hartl, 1985).

As a consequence of sharing this basic structure, it can be difficult to determine if a sample of

data derives from any specific member of the family, especially at small sample sizes, and if the

number of elements in a partition (artifact classes or categories, in our case) is small. The small

departures from a power law distribution, for example, that might be diagnostic in the context of a
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population census and using many classes (e.g., baby names or dog breed frequencies) are difficult

to detect with small samples and using small numbers of classes. The larger the number of partitions

(or classes) represented and the larger the sample size used, the larger the number of states that

can be empirically distinguished. Relatively speaking, small numbers of classes and small sample

sizes lead to small numbers of distinguishable states. The problem we face, therefore, is that our

microevolutionary models strongly overlap in their distributions of distinguishable states. The only

potential detectable differences are slight variations in how probable any given state is from one

model versus another, not its presence or absence in the solution set. Given this, models with small

state spaces will be very hard to distinguish from one another.

This fact directly explains how the equifinality between cultural transmission models arises in

the discrete case, especially when we only observe a single data point or realization. Determining

the best model fit, one typically needs multiple samples from the population under study so that

one can quantitatively assess which model is the most likely fit. This step means some of the early

studies that focused on the degree to which a single assemblage or several components from a single

site compared to expectations of transmission models tended to have poorly defined results. While

Kandler’s (2013) diachronic, non-equilibrium approach increases the statistical power of results by

looking at the likelihood of trajectories of observations rather than single data points, this approach

truly becomes powerful in cases in which one can sample enough points through time and across

space to manage complications of sample size and time averaging issues.

Ulimtately, the combination of generative methods combined with attention to the size of the

modeling state space offers the only practical solution. Our models need to have richer state spaces,

so that their predictions are not so strongly overlapping. Weneed to develop predictions that encom-

pass the quantitative aspects of information flow at more than just a couple of points in time and at

more than one location. Richer predictions need to be matched by a richer set of observables that go
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beyond simple frequency arrays. Weneed to develop structures that can represent diachronic change

and spatial variation, as well as that vary in enoughways to be statistical distinguishable using typical

archaeological sample sizes. Only by addressing these needs will we be able to get beyond structural

equfinality in our modeling, and distinguish between hypotheses about evolutionary history in the

archaeological record.

1.4 Seriation and the Mesoscopic Approach to Cultural Transmission

Modeling

In 1995, Carl Lipo and I (Hunt et al., 1995; Lipo et al., 1995, 1997; Lipo and Madsen, 2001, 1997;

Lipo, 2001a,b) began systematically exploring seriations as observable units for fitting transmission

models to archaeological data. We engaged in this exploration due to the recognition by Dunnell

(1970) that seriation automatically incorporates the diachronic nature of our data and includes finite

durations for each of the assemblages that make up the seriation. In some of our early work on the

subject (e.g., Lipo et al., 1997), we introduced an iterativemethod for finding deterministic solutions

to the seriation problem, by partitioning the full set of assemblages into subsets, where each subset

fully meets the requirements for unimodality.

Rather than using seriation in its traditional format to build single linear orderings for all assem-

blages, this work involved creating multiple subsolutions. Creating multiple solutions accomplishes

two important results. First, it ensures that each subset meets the seriation criterion being used

(e.g., unimodality or occurrence). Second, the creation of multiple solution directly incorporates

the spatial variation present in the history of artifact classes across a region. This latter factor takes

advantage of one of the key reasons that classical seriations used a “same local area” criterion to

limit the amount of spatial variation one put into a seriation. The spatial restriction is due to the fact
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that groups of assemblages in different places will produce different orders, and it is impossible to

accommodate these different histories using a single linear order.

One way to account for the effect of space on the composition of class frequencies is simply to

break the set of assemblages being ordered into the largest groups of different solutions. Each of

these valid seriation solution tells one something unique about the history of artifact assemblages in

specific places and times. In doing this kind of multiple solution technique, individual assemblages

must be allowed to be included into solutions for multiple subsets. By examining how assemblages

can fit intomultiple seriation solutions provides a way tomap how informationmay be differentially

flowing in and out of localities within a region and through time. In practice, a small subset of assem-

blages do tend to occur in multiple subsets, as Lipo (2001b) found in his seriations of Mississippian

ceramics from the central and lower Mississippi River valley.

Lipo also extended deterministic frequency seriation by calculating bootstrap confidence inter-

vals around class frequencies, a step that allows one to assess the unimodality criterion for a set

of assemblages while taking into account the likely effects of sampling error. This allows one to:

(a) determine when two possible orderings for a set of assemblages cannot be distinguished, and

thus certain assemblages are “contemporaneous” given the data we have, and (b) understand when

small deviations from full unimodality are likely just vagaries of sampling error. Much of this early

work was still accomplished by manual assortment of assemblages and then software-based con-

firmation of the significance of candidate solutions via bootstrap analysis (using a Microsoft Excel

macro package which still gets download requests today.2

More recently, Lipo and I (2015), finishing work begun with Dunnell before his passing, auto-

mated the process of finding multiple-subset seriation solutions, by converting the problem to one

of graph or tree construction. In that work, which is not included in this dissertation, we outlined an

2http://www.evobeach.com/p/seriation.html
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approach to seriation graph construction that employs the bootstrap confidence interval testing and

employs heuristics to quickly prune the set of possible solutions. This approach helps avoid, but can-

not prevent, the combinatorial explosion that occurs as the number of assemblages increases. In a

short research paper, included here as Chapter 4, I examine how employingmultiple solution groups

affects the size of the “solution space” for the seriation problem and indeed increases the number

of possible solutions for a given set of assemblages by orders of magnitude over the permutations

available in a straight linear order.

Increasing the number of possible solutions might sound like a bad outcome, and without good

heuristics on finding possible linkageswithin the candidate solutions it would be. But in practice, our

“iterative deterministic seriation solution” (IDSS) method proved relatively tractable with around a

dozen assemblages, especially with the significant increases in computing power now available to

researchers. But it is well worth looking at how to efficiently find solutions when we have 20, 30, or

50 assemblages. Why? Because the larger the set of assemblages we can include, with their varia-

tion in artifact class frequencies, the more data we are sampling from the single realization which

was the actual history of cultural information in some span of time in a given region. Additionally,

larger seriations provide a larger state space within which structural variation can help us distinguish

between hypotheses.

In order to improve our efficiency in finding complex solution graphs, I worked with Lipo to

examine alternate criteria for forming solutions. There is nothing special about unimodality in a se-

riation. As Neiman (1990, 1995) has documented, realizations of an unbiased transmission model

like Wright-Fisher easily give rise to unimodal rises in the “popularity” of some trait, peak, and then

decline, just as Nelson (1916) and Wissler (1916) described in the earliest recognizable “frequency

seriations.” But transmission also gives rise to other types of patterns and can easily give rise to mul-

timodal distributions for a trait over time as well (some things come back into “fashion”, as we well
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know from contemporary life). Based on this fact, it becomes clear that unimodality is not central

to frequency seriation because it is the only pattern possible for transmission among a population

of indivduals over time, but because it is a distinctive pattern among many that can be used to find

the unique history of information sharing between and among communities. Recognizing this fact

provides an opportunity to look for other ways of doing frequency seriation that yield equivalent

results, but are more general and more efficient.

Chapter 5 describes our work comparing unimodality to other possible ordering algorithms, and

in particular distance-minimization, building upon Kadane’s (1971) earlier work. The principle we

use in our reconceptualization of the seriation method is to find seriation solution graphs that glob-

ally minimize the total amount of change between neighboring pairs of assemblages. Because this

method alludes to the ideas of mathematical “smoothness” and “continuity,” we dubbed the method

“continuity seriation.” With continuity seriation, the efficiency of the calculation dramatically in-

creases the size of data sets that can be analyzed, by providing a roughly 25x speedup in evaluating

solutions (conservatively estimated). The expansion of the possible size of the solution space is a

good thing when we think about cultural transmission models and their possible outcomes over

many assemblages that span a region. If we treat a seriation solution for a set of assemblages as a

realization of cultural transmission outcomes within a region over time, it is likely that some models

of regional transmission are compatible with that realization (seriation) and that many will not be.

By expanding the size of the potential solution space, we reduce the potential for equifinality.

With continuity seriation available as a technique for obtaining solutions for larger numbers of

assemblages at once, it becomes possible to tackle the question of whether seriations might be diag-

nostic of particular classes of evolutionary histories at the mesoscopic scale of analysis. I examine

this question in Chapter 6, by introducing a method of formalizing hypotheses about the regional

structure of cultural transmission. A transmission scenario is defined as a candidate regional history
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of the social network between communities and how it might change over time. The results of re-

peated acts of cultural transmission over this evolving social network results in differential adoption

and persistence of stylistic or neutral- behaving artifact classes (sensuDunnell 1978) across thewhole

set. Standard social network models are typically synchronic snapshots, so the formalism adopted

here is that of an “interval temporal network” to model how connectivity changes over time (Holme

and Saramäki, 2012).

In Chapter 6, I examine four different regional scenarios. These scenarios include configura-

tions for: (a) “complete” networks, where communities existing at any particular time index are all

in communication; (b) A “nearest neighbor” network in a long, thin configuration, where neigh-

boring communities are connected to spatial neighbors along a river, with a few longer-distance

connections (perhaps exogamous marriage relationships or trading relationships); (c) A “nearest

neighbor” network in a compact, square configuration, where neighboring communities connect to

each other in various directions, with a small number of longer-distance connections, and (d) A sce-

nario in which a single regional population with complete network clusters of neighbors and a few

longer-distance links between clusters splits partway through the time course of simulated evolution

to form distinct “lineages” which are no longer in communication.

The goal of this study is to outline a potential method for: (a) determining whether sets of trans-

mission scenarios, expressed as interval temporal network models, can be distinguished in theory

(i.e., are they equifinal), and (b) can we use the statistical models we create in exploring the equifi-

nality question to assess the “fit” of empirical datasets to our transmission scenarios? To that end,

I construct a simulation framework for sampling cultural trait frequencies across regional trans-

mission scenarios, while applying realistic sampling and time averaging to the sampled data. Our

IDSS seriation method with continuity criterion then produces simulated seriations from replicated

simulations from each regional transmission history. I then consider how to best represent the struc-
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ture and topology of seriation solutions in a statistical model. In this work I employ the eigenvalue

spectrum of the Laplacian matrix for the seriation graph, since the Laplacian is known to capture

most of the topological information present in many classes of graphs. A machine learning classifer

model, trained on 90% of the simulated seriation data, was employed to predict the most likely data

generating process (transmission scenario) for a hold-out test set comprising the remaining 10% of

simulated seriations.

In general, the results are promising. In the test set results, we can tell the difference between

lineage splitting, nearest neighbor, andmore homogeneous social networks. The results indicate that

we cannot distinguish between the two spatial configurations of nearest-neighbor scenarios, at least

with the size of seriation solutions employed and with the Laplacian spectra as predictor variables.

This tells us something about the scale and level at whichwe can hope to framemesoscopicmodels of

cultural transmission. Finally, I examined seriation results from the Late Prehistoric ceramic data in

the central Mississippi River valley using a trained gradient boosting classifier. The results from this

analysis appears that the results are consistent with a lineage splitting event. Overall, these results

are consistent with previous conclusions reached using overall archaeological evidence for this data

set (Lipo, 2001b). This kind of generative approach with seriation graphs as the unit of observation

has considerable promise, and this initial work is simply a down payment on exploring issues such

as the sample sizes needed to resolve different classes of regional scenarios.

1.5 Dependency Graphs and Incorporating Structured Information In

Cultural Transmission Studies

Muchof this dissertation consists ofmy efforts to understand the flowof cultural information through

space and time. One area that remains unexplored are the methods needed to understand how the
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content of culturally transmitted information changes over time, and how the kind of information

may affect its transmission. Simple cultural transmission models tend to treat cultural traits in the

manner of “bean bag genetics” – as markers which come and go and are subject to innovation but

have little structure among themselves. Cultural information and the skills that people inherit and

pass on with that information are nothing like simple markers. Wimsatt (Wimsatt and Griesemer,

2007; Wimsatt, 2013, 2014, 2019) has made this the central focus of his work on cultural evolution,

and has brought together researchers with a variety of disciplinary foci to make development central

to the study of cultural transmission. Within archaeology, Mesoudi and O’Brien (2008b) explored

structured relations between cultural traits. Tostevin (2019) has richly developed this idea and has

combined work on trait structure with Wimsatt’s idea that some cultural traits provide “scaffolding”

needed to learn others. He argues for the creation of “thick descriptions” that include the details of

how social learning and cultural transmission articulate with the actual physical processes involved

with technology. For example, he explores the relations between the physics of flintknapping and the

processes of learning to flintknap and demonstrates that we can articulate the actual physics of the

technology with the homologies we see over longer spans of time as methods are taught and learned.

The fruitful marriage of learning theory, the details of specific technologies, and longer-term

patterns in transmission is an exciting development in evolutionary archaeology. This avenue of re-

search represents early steps in moving beyond simple models to explanatory models that use the

cultural transmission framework to answer real questions about our evolutionary history. Success-

fully achieving this goal requires us to develop new tools required to make the articulation. These

tools include the establishment of meaningful observable units and the determination of the statis-

tical properties of those observables.

The final chapter in this dissertation consists of my attempt to address these needs. I wrote this

chapter in 2015 for a volume on social learning in Neandertals and early modern humans. This vol-
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ume focused on a “learning hypothesis” for behavioral modernity in the Upper Paleolithic (Nishiaki

et al., 2013). In Chapter 7, I examine a case of “structured information” in which traits are modeled

as having prerequisites. This situation often occurs in learning related to technology. For example,

the acquisition of some skills may not be possible until we have mastered other skills. Conceptually,

we can represent the relations among cultural traits or artifact classes using dependency trees. In

these trees, nodes that are represented as higher in the tree are prerequisites for traits that are lower

down. Using this model of dependencies, I modeled how different learning models such as individ-

ual trial and error and targeted teaching by a peer produced cultural repertoires of different structure

and richness. Like elsewhere in my dissertation, I employed a simulation approach and examined

the “knowledge graphs” that simulated individuals have after many rounds of transmission while

also conditioning each simulation run with different rates of teaching and individual innovation.

Since the dependency structures and traits are abstract, the variables are trees of traits. I then ana-

lyzed the topology and symmetries of the trees of traits to determine their structure, using tools from

algebraic graph theory (Godsil and Royle, 2001). These structures varied from those that were deep

and broad to those that were shallow and narrow. The results of my study supports the hypothesis

that the evolution of mechanisms of teaching and apprenticeship would lead to enriched cultural

repertoires and growth in cultural diversity.

Within the context of this dissertation, this study is significant because it demonstrates, once

again, that studying cultural transmission within archaeology requires careful consideration of how

we structure our observations. As Dunnell (1971, 1986) repeatedly pointed out, the observational

units we employ are not a given. The artifact class frequencies we construct for one purpose do not

necessarilymean they are informative for another purpose. Wemust build observational units using

a combination of good old fashioned artifact classification as well as all of the mathematical, statis-

tical, and machine learning sophistication we can muster. Only through this combination of efforts
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can we fruitfully use cultural transmissionmodels in archaeology to tackle questions of evolutionary

history. And we must tackle questions of evolutionary history if we are going to avail ourselves of

the bodies of theoretical machinery, from evolutionary game theory to decision-theoretic modeling,

to form complete evolutionary explanations (e.g., Gintis, 2014).
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CHAPTER 2

Neutral Cultural Transmission in Time Averaged

Archaeological Assemblages

Abstract Neutral models are foundational in the archaeological study of cultural transmission.

Applications have assumed that archaeological data represent synchronic samples, despite the ac-

cretional nature of the archaeological record. Using numerical simulations, I document the circum-

stances under which time-averaging alters the distribution ofmodel predictions. Richness is inflated

in long-duration assemblages, and evenness is “flattened” compared to unaveraged samples. Tests of

neutrality, employed to differentiate between biased and unbiased models, suffer serious problems

with Type I error under time-averaging. Estimation of population-level innovation rates, which fea-

ture in many archaeological applications, are biased even without time averaging, but have sharply

increased bias given longer assemblage durations. Finally, the time scale over which time averaging

alters predictions is determined by the mean trait lifetime, providing a way to evaluate the impact of

these effects upon archaeological samples.

Source Posted to Arxiv.org (https://arxiv.org/abs/1204.2043)
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2. Neutral Cultural Transmission in Time Averaged Archaeological Assemblages

2.1 Introduction

The evolutionary study of culture today crosses many disciplines and employs a variety of experi-

mental and observationalmethods to study its subjectmatter. Whatmakes the archaeological record

unique as a source of data concerning the evolution of culture is time depth, creating the possibility

of studying both the unique histories of human groups and the evolutionary processes that shape

those histories. Archaeology is not unique in studying temporal data on human activity, but like

our colleagues in paleobiology, we study an empirical record that is unlike the time-series data avail-

able to disciplines such as economics or epidemiology (e.g., Arrow, 2009; Keeling, 2005; Keeling and

Rohani, 2007; Kendall andHill, 1953; Rothman et al., 2008). The archaeological record is not a sam-

ple of measurements from individual moments in time stacked together into a sequence. Instead,

archaeological deposits are almost always accretional palimpsests, representing cumulative artifact

discard over durations of varying length (Bailey, 2007, 1981; Binford, 1981; Schiffer, 1987; Stein,

1987). Thus, when archaeologists count the richness of faunal taxa in an assemblage, or measure the

relative frequencies of ceramic types, the data obtained summarize the bulk properties of artifact dis-

card and deposition over significant spans of time, often with nonconstant rates of accumulation.1

We refer to assemblages which are accretional in this manner as “time averaged.”

A growing number of studies apply cultural transmissionmodels to artifact assemblages by com-

paring the predictions such models make for the richness, diversity, or frequency distribution of

cultural traits, to counts or frequencies of artifact classes (e.g., Bentley and Shennan, 2003; Bet-

tinger and Eerkens, 1999; Eerkens and Lipo, 2007; Jordan and Shennan, 2003; Lipo and Madsen,

2001; Perreault and Brantingham, 2011; Premo and Scholnick, 2011; Scholnick, 2010; Shennan and

Wilkinson, 2001; Shennan, 2011; Steele et al., 2010). The question is, are model predictions com-

parable to archaeological measurements? Given the time averaged structure of most archaeological

1As well as the action of various post-depositional and taphonomic processes, of course.
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deposits, I suspect the answer is no. Transmission models developed outside archaeology are typ-

ically constructed to make predictions concerning variables observed at a point in time. To date,

almost none of the archaeological literature employing cultural transmission models has taken this

“time averaging” effect into account and modified the way predictions are made to match the nature

of the phenomena we measure (cf. Bentley et al., 2004). Evaluating the effects of temporal aggrega-

tion upon the predictions made by cultural transmission models is the first step in understanding

how to rewrite and adapt transmission models to understand their dynamics given time averaged

observations.

In his dissertation, Neiman (1990) considered a potential source of time averaging effects in di-

achronic assemblages: variation in discard rates across traits. With respect to this particular effect

within accretional deposits, Neiman’s results suggested that the predictionsmade by a neutral model

of cultural transmissionwere directly applicable to the relative frequencies of traits as wewouldmea-

sure them in a time averaged assemblage. Nevertheless, there is good reason to consider the effects

of aggregation directly, outside of variation in discard rates. Paleobiologists, for example, have doc-

umented systematic differences between living and fossil assemblages, including increased species

richness, reduced spatiotemporal variance in taxonomic composition, and flatter species abundance

curves in time averaged assemblages (Olszewski, 2011; Tomašových and Kidwell, 2010a,b). Lyman

(2003) extended these results to zooarchaeology, noting that time averaging can be a significant

problem when the process one is applying or studying occurs over a shorter time scale than the em-

pirical record available to study its properties (see also Grayson and Delpech, 1998). This relation

between time scales is applicable to cultural transmission modeling as well.

Archaeologists now employ a variety of cultural transmissionmodels, which differ in the kind of

variation and traits they describe and the copying rules and evolutionary processes they incorporate.

Discrete models describe individual variants or traits by their count or frequency in a population
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and are foundational for the study of stylistic variation inmany artifact categories (e.g., pottery). The

simplest discretemodel is random copying in awell-mixed populationwith innovation, representing

neutral variation with the stochastic effects of drift. We frequently construct more complex models

of transmission bias by adding additional terms or frequency-dependent copying rates to the basic

unbiased copying model (Cavalli-Sforza and Feldman, 1973a,b, 1981; Boyd and Richerson, 1985).

Thus, anunderstanding of the effects of time averaging uponneutral transmissionwill be informative

about many (if not all) of the discrete transmission models in use by archaeologists today, and forms

the focus of the present study.

I report the results of numerical simulations designed to observe neutral transmission using

variables employed in the archaeological literature, aggregated over time at a variety of intervals

designed to mimic a wide range of “assemblage durations.” In Section 2.2 I describe the relation-

ship between neutrality, unbiased copying, and the separate but related concept of “drift,” followed

by a review of the quantitative properties of the well-mixed neutral Wright-Fisher infinite-alleles

model in Section 2.3. Section 2.4 outlines the simulation model employed to study time averaging

in this paper, including model verification and testing, and the algorithm used to effect temporal

aggregation within the simulations. Section 2.5 presents the results of simulating unbiased cultural

transmission for a variety of innovation rates and assemblage durations, and Section 2.6 summa-

rizes the effects seen and points to next steps in reformulating our cultural transmission models for

archaeological contexts.

2.2 Conceptual Structure of Neutral Cultural Transmission

In his classic article “Style and Function: A Fundamental Dichotomy,” Dunnell (1978) proposed that

many aspects of an artifact would play little or no role in its engineering performance, and thus have
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no impact on the fitness of individuals employing it. In other words, some attributes of artifacts are

neutral with respect to selection. This has been widely misinterpreted as a claim that the artifacts

themselves are neutral or have no fitness value, which is not the case. Dunnell was saying that if

one describes an artifact solely using attributes which have equal cost or performance, the resulting

classes meet the definition of neutral variation.

Fraser Neiman (1990) first connected Dunnell’s identification of style as selectively neutral vari-

ation, to population genetic models designed to describe genetic drift. His dissertation considers a

wide range of cultural transmission models, especially those described by Cavalli-Sforza and Feld-

man (1973a,b, 1981) and Boyd and Richerson (1985). Neiman employed simulation to calculate the

consequences of both individual processes as well as processes combined with various archaeologi-

cal factors such as variable rates of artifact discard. In this work, Neiman pioneered virtually every

technique used by archaeologists today to model and study cultural transmission. The discipline as

a whole was introduced to this work in his now classic 1995 article (Neiman, 1995), in which the

dynamics of Woodland ceramic variation were explicitly modeled as a random copying process.

Despite the fact that there are multiple ways that neutrality can arise as a population level effect,

there is a tendency today to equate neutrality with “drift” in the archaeological literature on cultural

transmission. For example, Bentley et al. (2004, p.1443) offer a fairly typical description of unbiased

cultural transmission as “random genetic drift, which describes how the diversity of variants evolve

when the dominant process is one of random copying.” In fact, drift and the copying rules that

create population-level trait distributions are different and independent aspects of a transmission

system. Before we turn to the details of a formal model for unbiased, neutral transmission, it is

worth reviewing the conceptual elements that make up such models.

Drift is a feature of any stochastic transmissionmodel in a finite population, regardless ofwhether

selection or bias is also present in the model. Sewall Wright gave the name “genetic drift” to the ran-
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dom fluctuations in gene frequency that occurred because some individuals might be the source of

many genes in the next generation, and others none at all. Translated into a cultural model, drift

occurs when some individuals, by random chance, are imitated or copied and others are not. In

an infinite population, by contrast, the variants held by individuals would be sampled at their exact

frequencies in the population, and thus there would be no stochastic “wiggle” in trait frequencies.

This is reflected in population genetics by the famous “Hardy-Weinberg” equilibrium, where in the

absence of selection or other forces, gene frequencies stay the same from generation to generation.

This means that we can easily have neutrality without drift, in an infinite population. In a large but

still finite population, we can expect drift to have very tiny, potentially even unmeasurable effects

upon the trajectory of trait frequencies.

Drift, moreover, occurs in combination with a variety of inheritance rules, mutation models,

and in combination with natural selection. In small populations, we can expect drift to be a factor

when examining the engineering properties of ceramics and the relative fitness of firing technologies,

or the fitness of foraging strategies. Whenever such traits are learned and passed on within small,

finite populations, the stochastic aspect of who learns from whom will create fluctuations in variant

frequencies that have nothing to do with the performance or survival value of traits, or the prestige

of those we choose to learn from or imitate. In other words, we can have drift without neutrality. In

small enough populations or during bottlenecks, even adaptive technologies and knowledge can be

lost to drift (Henrich and Boyd, 2004; Henrich, 2006). We should always be on the lookout for the

effects of drift, especially as population sizes get smaller as we go back in time. Drift is not a model

of human social learning; it is a consequence of finite populations, injecting stochastic noise into the

dynamics of a system that affects our ability to cleanly fit models and test hypotheses.

Neutrality, by contrast, is a population level phenomenon, arising when there is no net force

systematically favoring certain variants over others for a particular dimension of variation. Most
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commonly, of course, we mean that there is no natural selection that favors some alleles over oth-

ers, but from a mathematical perspective, the transmission bias rules of Cavalli-Sforza and Feldman

(1981) and Boyd and Richerson (1985) are equivalent to selection models.2 The simplest way for

neutrality to arise is for individual social learning to be “unbiased.” Unbiased transmission models

always yield population-level neutrality for the traits being passed, because the probability of imi-

tating any specific trait is simply proportional to its frequency among individuals in the population.

The Wright-Fisher model is one of the earliest stochastic models in population genetics (Provine,

1989, 2001; Wright, 1931), and was originally created to describe the process of genetic drift and

its effects in combination with other evolutionary processes. Following Kimura’s theory of neutral

alleles, Wright-Fisher is also used to describe the evolution of populations in which variants are se-

lectively neutral. Elaborations of the basic Wright-Fisher model add mutation, selection, loci with

multiple alleles, and multiple loci with interactions between loci (see esp. Crow and Kimura, 1970;

Ewens, 2004).3

But unbiased copying is not the only source of neutrality among variants, and it is important to

keep this in mind when selecting models to test as explanations for archaeological phenomena. In

any realistic human population, there will be heterogeneity in social learning rules, with individuals

using different rules for different traits, or kinds of traits, and perhaps having individual propensi-

ties for conformism (all other things being equal) or pro-novelty bias (Mesoudi and Lycett, 2009).

A population which is heterogeneous for such rules may display the characteristic frequency distri-

butions of conformity or pro-novelty biased if we are able to observe small numbers of transmission

2In this paper I leave aside the relationship between “natural” and “cultural” selection, and transmission biases, since
such issues are largely philosophical and theoretical and do not affect the nature of themodels we employ for quantitative
analysis of cultural variation.

3And, theMoran family ofmodelsmirrors theWright-Fishermodels, with overlapping generations, by representing
dynamics as continuous-time stochastic processes. Moran models are likely the best framework for modeling cultural
transmission when the exact temporal dynamics matters. In this paper I follow archaeological convention by employing
the more familiar Wright-Fisher discrete generation framework.
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events or individual transmission chains, while simultaneously cancelling each other out at the level

of the population. In other words, heterogeneity is a major source of equifinality between different

models of social learning, when observed through population-level trait frequencies. No archae-

ological applications of cultural transmission models today have employed heterogeneous models,

probably because the theory behind such models is not well-studied. But this is clearly a frontier for

future research since homogenous models poorly reflect what occurs in real human populations.

Returning to unbiased models of transmission, we face a further choice in selecting a specific

model to employ or study. In addition to the copying rules, wemust specify an innovation rule. Such

a rule answers questions like: how do new variants enter the population, can variants be invented

multiple times independently, and is there a constrained range of variation for a particular dimen-

sion of an artifact? For example, painted design elements on a ceramic pot offer a “design space”

of possibilities that is potentially unbounded, even if only a tiny fraction of possible designs occur

in any archaeological context. Such attributes are best modeled by the “infinite allleles” innovation

model. In contrast, stylistic aspects of lithic tools may be sharply constrained by the technology and

materials themselves, andmay be bestmodeled by innovation among a small set of variants, with the

material constraints causing frequent “reinvention” of the same shapes over and over. Such attributes

are best modeled by constraining the design space, and employing a finite or “k-alleles” version of

the unbiased model. Since Neiman’s pioneering work, most archaeological applications of neutral

models have employed the “infinite alleles” variant of the Wright Fisher model (WF-IA)(Kimura

and Crow, 1964). Therefore, in the remainder of this paper, I focus on the unbounded model of

neutral evolution with innovation, since it is relevant to a large number of archaeological contexts

and artifact categories, but the reader should be aware that the models with a constrained number

of variants may be hugely important in specific archaeological contexts, and are underexplored in

the archaeological literature.
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2.3 Unbiased Transmission: The Wright-Fisher Infinite-Alleles Model

WF-IA is a stochastic process that models unbiased transmission within a fixed-size population as

multinomial sampling with replacement, with a mutation process that adds new variants to the pop-

ulation at a known rate. After describing the model, I review the sampling theory of Ewens (1972),

which gives the distribution of variants expected in small samples taken from the population as a

whole. The sampling theory, rather than the distribution of variants in the full population, is both

well-understood, and most relevant to archaeologists, who are always sampling an empirical record

of past artifact variation.

Thewell-mixed neutralWright-Fisher infinite-allelesmodel (Kimura andCrow, 1964) considers

a single dimension of variation (“locus”) at which an unlimited number of variants (“alleles”) can

occur, in a population of N individuals.⁴ The state of the population in any generation is given in

several ways: a vector representing the trait possessed by each individual (census), a vector giving

the abundance of each trait in the population (occupation numbers), or by the number of traits

represented in a population by a specific count (spectrum).

In each generation, each ofN individuals selects an individual at random in the population (with-

out respect to spatial or social structure, hence “well-mixed”), and adopts the trait that individual

possessed in the previous generation.⁵ Equivalently, a new set of N individuals are formed by sam-

pling the previous generation with replacement. At rate μ for each individual, a new variant is added

to the population instead of copying a random individual, leading to a population rate of innovations

θ = 2Nμ (Ewens, 2004), with no “back-mutation” to existing traits.⁶ An important consequence of

⁴Conventionally, the model treats a diploid population, in which N individuals each have two chromosomes and
thus there are always 2N genes tracked in the population. The haploid version is more appropriate for modeling cultural
phenomena, and thus formulas given in this paper may differ from those given by Ewens (2004) and other sources by a
factor of two. For example, the key parameter θ is defined as 2Nμ rather than the common genetic definition 4Nμ.

⁵An individual can select themselves at random since sampling is with replacement, and this would be equivalent
to “keeping” one’s existing trait for that generation.

⁶It is important to note that θ is not a measure of the “diversity” of traits in the population, as it has been employed

37



2. Neutral Cultural Transmission in Time Averaged Archaeological Assemblages

this innovation model is that each variant is eventually lost from the population given enough time,

and replaced with new variants. Thus, there is no strict stationary distribution for the Markov chain

describingWF-IA, although there is a quasi-stationary equilibrium in which the population displays

a characteristic number of variants, with a stable frequency distribution governed by the value of θ

(Ewens, 2004; Watterson, 1976).

Beginning with a now-classic paper Ewens (1972) constructed a sampling theory for the neutral

WF-IA model, allowing the calculation of expected moments and frequency distributions for small

samples (compared to overall population size) (see Ewens, 2004, for a complete summary of results

on the sampling theory). In what follows, we assume that a neutralWF-IA process is running within

a population of sizeN. At somemoment in time after the population has reached its quasi-stationary

equilibrium, we take a sample of n individuals, where the sample is small compared to the population

size (n ≪ N). We then identify the variants held by each individual. The total number of variants

seen in the sample will be denoted by k, or kobs depending upon context.

Given such a sample, Ewens (1972) found that the joint distribution of the variant spectrum (ai

represents the number of variants represented i times in a sample), given the population innovation

rate (θ), is given by the following formula (now known as the Ewens Sampling Distribution):

Pθ,n(ai, . . . , an) =
n!
θ(n)
n

∏
j=1

(θ/j)aj

aj!
(2.1)

where θ(n) is the Pochhammer symbol or “rising factorial” θ(θ+ 1)(θ+ 2) · · · (θ+ n− 1). In

most empirical cases, we cannot measure (or do not set through experiment) the value of θ, so a

more useful relation is the distribution of individuals across variants (i.e., the occupation numbers),

conditional upon the number of variants kobs observed in a sample of size n:

in several archaeological studies, but is instead a rate parameter of the model.
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P(n1, n2, . . . , nk|kobs) =
n!

|Skn|k!n1n2 · · · nk
(2.2)

where |Skn| denote the Stirling numbers of the first kind, which give the number of permutations

of n elements into k non-empty subsets (Abramowitz and Stegun, 1965). The latter serves here as

the normalization factor, giving us a proper probability distribution.

From Ewens’s sampling theory, and in particular Equation 2.2, a number of useful measures can

be derived, relevant to archaeological applications. In this study, I focus upon the most commonly

used: statistical tests of neutrality, estimation of innovation rates (θ), and the evenness with which

variants are represented in the population (as revealed by several diversity measures).

2.3.1 Statistical Tests for Neutrality

Because Equation (2.2) requires no unobservable parameters, it serves as the basis for goodness-of-

fit tests between empirical samples and the neutral WF-IA. The two most important such tests are

the Ewens-Watterson test using the sample homozygosity and Slatkin’s “exact” test (Durrett, 2008;

Ewens, 2004; Slatkin, 1994, 1996, 1994, 1996).⁷ Both have been adopted for use by archaeologists,

beginning with Neiman (1995) and Lipo (2001b), who described Watterson’s work in detail, and

more recently, applications of Slatkin’s exact test by Steele et al. (2010) and Premo and Scholnick

(2011).

The Slatkin test makes no assumptions concerning the process underlying an alternative hy-

pothesis to neutrality, whereas the Ewens-Watterson test examines the observed heterozygosity at a

locus versus the expected heterozygosity predicted by Ewens sampling theory. Slatkin’s test does not

employ the concept of heterozygosity, and relies only upon the “shape” of the Ewens Samping Dis-

⁷There are several other important tests of neutrality when dealing with DNA sequence data, including Tajima’s D,
the HKA test, and the McDonald-Kreitman test (Durrett, 2008). Because their assumptions are highly specific to the
structure of sequence data, I omit consideration of them here.
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tribution given a specific innovation rate. As a result, archaeologists should prefer Slatkin’s test for

examining the fit of a synchronic sample of variants to the null hypothesis of neutrality. Slatkin’s test

is modeled upon the Fisher exact test for contingency tables. Where the Fisher exact test determines

the probability of an unordered configuration from the hypergeometric distribution, Slatkin’s test

determines the probability of a sample of traits (characterized by occupation numbers) with respect

to Equation 2.2.

There are two methods for determining how probable a given sample is, with respect to the ESD.

For relatively small n and k, it is possible to enumerate all possible combinations (C) of the n indi-

viduals among k variants. Each configuration (cj ∈ C) then has a probability given Equation 2.2,

as does the observed configuration (cobs). With larger sample sizes and values of Kobs, it becomes

impractical or simply time consuming to enumerate all possible configurations and thus determine

the likelihood of an observed sample. In such cases, Monte Carlo sampling of configurations from

the Ewens Sampling Distribution is used. We then determine the total probability mass of all con-

figurations (enumerated or sampled) whose probability are less than or equal to the observed con-

figuration:

Pe = ∑
cj∈{C : P(cj | k) ≤ P(co | k)}

P(cj | k) (2.3)

Pe then represents the Fisherian p-value of the sample with respect to the Ewens Sampling For-

mula, and thus can be interpreted as a test of the hypothesis that the samplewas drawn from a neutral

dimension of variation which followed the WF-IA copying model. The Pe value for a given sample

gives the tail probability of its occurrence given the ESD. Thus, if we take a sample of size 100 in a

population with innovation rate θ = 0.1, and identify two variants with counts 51 and 49, we might

not be surprised to see a Pe value of 0.01181, indicating that such a sample is highly unusual for

a WF-IA process. On the other hand, in the same sample of size 100, if we identify four variants,
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with counts 55, 38, 6, and 1, this seems a much more typical result of an unbiased copying process.

Indeed, the Pe value of 0.48544 confirms that we should expect to see such samples quite often.

2.3.2 Estimation of Innovation Rates

The behavior of the WF-IA neutral model is governed by the innovation rate (θ). Recall that θ =

2Nμ, and thus represents the population-level rate at which new variants enter the population. In

general, for low values of the innovation rate (θ < 1.0), the process is “drift-dominated,” and one

or a small number of variants dominate the population. At innovation rates above 1.0, which im-

plies that every single “generation” incorporates one or more new variants, the process is “mutation-

dominated,” and more variants are maintained at intermediate frequencies in the population.

Thus, estimation of the innovation rate from empirical data is of great interest when investigating

empirical cases. If we measure the number of variants (Kn) in a sample of artifacts of size n, the

sampling theory gives the following probability distribution (Ewens, 2004, Eq. 3.84):

Pθ(Kn = k) =
|Skn|θk

θ(n)
(2.4)

This is a somewhat inconvenient distribution to work with directly, since calculating the Stirling

numbers and rising factorials is both analytically difficult and computationally expensive, but the

expected value of Kn has a simple form:

E(Kn) =
θ
θ
+
θ
θ+ 1

+
θ
θ+ 2

+ · · ·+ θ
θ+ n− 1 (2.5)

Kn is the sufficient statistic for θ, containing all of the information required to calculate the max-

imum likelihood estimate of the innovation rate (θ̂) from an empirical sample. This is done numeri-

cally by finding the value of θ thatmaximizes the likelihood function of Equation 2.4, or equivalently,
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finding the value of θ for which the expected value of Kn given Equation 2.5 is equal to the observed

number of variants in a sample (since the full distribution may not have a closed-form likelihood

function). In the archaeological literature, Neiman (1995) introduced this estimator of θ and called

it te. With larger samples, Watterson (1975) showed that k / log n is a good approximation for the

MLE estimator (Durrett, 2008).

Despite the fact that this estimator (and its approximations) are the best that can be achieved

from samples, Ewens (1972) showed that all such estimates of θ are biased. Simulations demon-

strate, furthermore, that θ̂ (or te) is an overestimate of the actual value, and that the amount of bias

increases with θ itself (Ewens and Gillespie, 1974). In addition, the variance of the estimator is quite

large, and decreases very slowly with increased sample size (Durrett, 2008). The situation is quite

different using the “infinite sites” model of neutral evolution and DNA sequence data, where there

are excellent and nearly unbiased estimators of theta.

But with theWF-IA and no additional structure to “traits” or alleles, it is very difficult to estimate

the innovation rate with any accuracy, or determine whether two samples come from populations

with the same innovation rate, or different rates. This fact calls into serious question the degree to

which te is useful in archaeological analysis, either for estimating innovation rates in past popula-

tions, or as a measure of richness or diversity across assemblages or samples. These caveats apply to

estimates of innovation rates and te given synchronic samples; the effects of time averaging on theta

estimation have not been previously documented, and are addressed in Section 2.5.3.

2.3.3 Diversity Measures

The amount of variation expected in a sample is an important quantity, given that we would clearly

expect transmissionmodels incorporating bias terms to differ from unbiased or neutral models (e.g.

Kohler et al., 2004). Conformist transmission should result in smaller numbers of variants than ex-
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pected under unbiased transmission, and of course anti-conformist, or “pro-novelty”, biases should

result in larger numbers of variants being maintained, on average. But beyond helping us assess

goodness-of-fit to an unbiased copying model, comparing the number of variants in a sample (Kn)

either to a model, or between assemblages, is difficult without reliable estimates of the population-

level innovation rate (θ). Since this is inherently difficult and inaccurate, we might ask instead what

the evenness of variants is across our samples, since both innovation rates and different models of

cultural transmission have clear implications for the diversity of traits we observe.

In the archaeological literature on cultural transmission, the most important evenness measure

is tf, which is a summed estimate of dispersion given trait frequencies Neiman (1995):

tf =
1

∑ki=1 p2i
− 1 (2.6)

To make this measure easier to compare across different innovation rates, it is convenient to

normalize. Wilcox’s “index of quantitative variation,” does so, and varies between 0 (when all cases

belong to a single category), and 1 (when all cases are evenly divided across categories) (Wilcox,

1973):

IQV = (
k
k− 1)(1−

k

∑
i=1
p2i ) (2.7)

Paleobiologists have found that fossil assemblages have considerably “flatter” species diversity

curves compared to living communities, and I expect that time averaging will have the effect here of

pushing IQV towards 1.0 compared to its value in unaveraged samples.
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2.4 Methods

In this research, I employ a “forward-time” approach to computational modeling of unbiased cul-

tural transmission, by contrast tomostmodeling in theoretical population genetics today, which em-

ploys the coalescent or “backward-time” approach (Kingman, 1977; Durrett, 2008; Wakeley, 2008).

In archaeological research, we are interested in the entire distribution of variants which transmitted

through the population, samples of which may be deposited and become part of the archaeological

record regardless of which variants ultimately leave descendants in later generations. Forward-time

approaches evolve a population in steps, applying rules for the generation of variation, copying be-

tween individuals, innovation, and sometimes population dynamics.⁸ Several well-tested forward-

time population genetic frameworks exist, including a very flexible framework called simuPOP

(Peng et al., 2012; Peng and Kimmel, 2005).

In this research, I employ a frameworkwritten by the author specifically for cultural transmission

simulations. This project calls for integrating computation models of archaeological classification

and seriation, which require code beyond that supplied by population genetics frameworks. My

simulation codebase is called TransmissionFramework, and is available as open-source software.⁹

TransmissionFramework runs on any platform capable of supporting a Java 1.6+ runtime, with

optional scripts requiring Ruby 1.9+.

2.4.1 Model Verification

Simulation modeling plays an increasingly important role in scientific inquiry, to the extent that

computational science is now recognized as a third branch of physics, along with the pre-existing

⁸Forward-time approaches are not necessarily equivalent to “agent-based models,” but ABM techniques are useful
in implementing forward-time models.

⁹TransmissionFramework can be downloaded or the code examined at http://github.com/mmadsen/

TransmissionFramework.
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theoretical and experimental branches (Landau and Binder, 2005). Indeed, as theory becomes more

complex and realistic, we often cannot directly solve theoretical models and derive predictions that

should be measurable by experiment. Computational science sits between theory and experiment,

allowing us to understand the behavior and dynamics of complex theoretical models, and calculate

predictions that can be used for experiment or hypothesis testing.

The problem of assessing simulation model quality is important enough that the Department of

Energy and the Air Force Office of Scientific Research requested that the National Research Coun-

cil study the foundations of verification, validation, and uncertainty quantification (VVUQ) activ-

ities for computational models in science and engineering. Their draft report forms the basis of

my approach to verification and uncertainty analysis in this research (Committee on Mathematical

Foundations of Verification Validation and Uncertainty Quantification, National Research Council,

2012).

Verification answers the question, “how accurately does a computational model solve the un-

derlying equations of a theory for the observable quantities of interest.” Given that we know the

true value of θ which drives our simulation runs, it is possible to calculate the expected number of

variants at stationarity, and use this to verify that TransmissionFramework is correctly implement-

ing the WF-IA. The expected number of traits is a good validation estimate because the number of

variants present in a sample will be sensitive to the relative rates of copying and innovation events

being handed correctly in the simulation code. Errors in handling these events in software will be

magnified across many individuals over many simulation steps.

Since θ is known, the mean value of Kn is well approximated by:

Eθ(Kn) =
∫ 1
0
(1− (1− x)n) θ

x
(1− x)θ−1dx (2.8)

Using Equation (2.8), I compared expected Kn to the average of kn for a large sample of simula-
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tion runs. To ensure that behavior is correct across a range of useful θ values, I performed multiple

simulation runs at θ values ranging from 2 to 40, for 5000 generations in a simulated population of

2000 individuals. Each parameter combination was represented by 3 simulation runs. The initial

transient behavior of the model is discarded from data analysis by skipping the first 750 generations,

given the mixing time analysis by Watkins (2010). At each time step in a simulation run, the simu-

lator took a sample of 30 individuals and tabulated the traits held by those individuals, and recorded

the value of Kn. This yielded 408,478 samples across validation runs.

Theta E(Kn) Simulated K̄n Sim. Stdev Kn
2 6.054 6.511 1.838
4 9.022 8.991 2.269
8 12.869 12.616 2.464
12 15.397 15.306 2.571
16 17.228 17.187 2.569
20 18.629 18.737 2.486
40 22.601 22.693 2.253

Table 2.1: Comparison of expected Kn from (2.5) with simulated values from WF-IA model, for θ
values from 2 to 40. Total sample size across θ values is 408,478 samples of size 30.

Using Mathematica 8.0 with MathStatica 2.5 installed, I calculated expected values for each θ

level used in simulation, employing Equation (2.5). Table 2.1 compares the expected and observed

values. In all cases, the analytical results are extremely close to the observed mean Kn values from

simulation, and certainly well within 1 standard deviation. Thus, I conclude that the Transmis-

sionFramework implementation of WF-IA employed in this study accurately represents the desired

theoretical model.

2.4.2 Time-Averaging and Simulation Parameter Space

Time-averaging was modeled in TransmissionFramework by implementing a series of statistical

“windows” within which trait counts were accumulated between time steps. At the end of each tem-
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poral window, a sample of appropriate size is taken from the accumulation of trait occurrences, trait

counts within that sample tabulated, and Kn values recorded. The simulator architecture allows an

arbitrary number of temporal windows to be employed simultaneously (albeit with a small perfor-

mance penalty for each window). As a consequence, during a single simulation run, the simulator

tracks both unaveraged statistics and the same statistics averaged over any number of “assemblage

durations.” All trait samples taken in the simulator, whether unaveraged or for a specific assemblage

duration, were also recorded to allow calculation of Slatkin’s Exact test. Additionally, to facilitate

analysis of time scales within the simulation model, for each trait the interval between entry and

loss through drift was recorded. In the simulation results reported here, trait samples were of uni-

form size 100. Constant sample size removes the effect of different sample sizes on the reported

results, although the interaction of the fixed sample size and the innovation rate will lead to cutoff

behavior at very high θ values. This is acceptable since the very highest θ values employed here are

unrealistic for almost any prehistoric phenomena, and may be approached only for “viral” behavior

on modern social networks.

All simulations reported herewere performedwith a population size (N) of 2000 individuals, and

simulation runs were conducted for the following values of θ: 0.1, 0.25, 0.5, 1.0, 2.0, 5.0, and 10-100

at intervals of 10. This range encompasses innovation rates that are very small, through populations

in which a full 5% of the population has a never-before-seen variant each generation. Simulations

were performed in several batches, with a core set of runs performed for 40,000 steps in order to

determine the effects of long-duration time averaging, yielding simulated assemblages at a variety

of windows ranging from 3 steps to 8000 steps (the exact durations sampled are given in the first

column of Table 2.2). In order to increase the sample size of long-duration assemblages, a second set

of simulation runs using the same parameters were done with only the five largest windows recorded

(the short duration window sizes were discarded to avoid a flood of raw data beyond that needed for
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stable statistical analysis). Finally, since the statistical behavior of the process at very small values of

θ is highly variable, a third set of runs was performed to increase the number of samples for θ values

between 0.1 and 1.0.

Trait sampleswere post-processed outside the simulator environment, since calculationof Slatkin

Exact tests within the simulator itself would slow down the primary simulation model by a large fac-

tor. Montgomery Slatkin’s original C language program was used in Monte Carlo mode to produce

an estimate of P(E) for each sample of individuals. I modified Slatkin’s original montecarlo.c pro-

gram to not require the data to be embedded in the source code, instead taking data as a command

line parameter, and outputting only the P(E) value and θ estimate, to allow easy post-processing of

the simulation output.1⁰

The simulation results reported here, once post-processed, comprise 3,024,085 sample values for

Kn, across the θ values listed above, and broken down across assemblage durations as in Table 2.2,

and 1,113,134 Slatkin Exact test results for the same combinations of θ and assemblage duration.

2.5 Results

Simple inspection of the relationship between assemblage “duration” (i.e., accumulation interval)

and the average number of variants (Kn) in a sample of size 100, shows a strong time averaging effect

(Figure 2.1).11 Temporal aggregation of the results of transmission inflates the number of variants

we see in a sample, with greater effect as the population innovation rate (θ) increases. The effect is

very small at low theta values (i.e., when the process is drift-dominated, θ < 1.0) and requires long

accumulation of copying events to have a measurable effect upon mean Kn. Conversely, inflated Kn

1⁰These modifications are available, along with all other analysis scripts, in the Github repositories
http://github.com/mmadsen/saa2012, and the TransmissionFramework source code.

11Here, the time axis represents raw simulation steps, each of which representsN = 2000 copying events within the
population. This is the only figure in this paper which uses raw simulation time steps as the time variable.
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TA Duration Min Sample Size Max Sample Size
1 130494 247491
3 4497 43494
7 1926 18639
15 897 8694
31 435 4209
62 216 2103
125 105 1038
250 516 981
500 255 486
1000 114 228
2000 57 114
4000 27 54
8000 12 16

Table 2.2: Breakdown of sample sizes for analysis of trait richness (Kn), by size of time-averaging
“window.” Some values of θ required larger numbers of simulation runs to achieve stable result, thus
the difference between samples sizes at the same TA duration.

appears at fairly short duration as theta increases.

Simulation steps (or “generations”) represent an arbitrary time scale with respect to the chrono-

logical time archaeologists can (with effort) measure. In order to understand the effects of time

averaging on archaeologically-relevant time scales, it will be useful to rescale simulation time by

some factor which is observable as a function of artifact class duration in the depositional record.

I take up this issue further in Section 2.6, but the ideal time scale would be the mean duration of

artifact classes in the classification system being used in a given empirical study. I do not explicitly

model archaeological classification in the present results, but a related measure is the lifespan of the

traits being transmitted within the simulated population.
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2.5.1 Time Scales and Time averaging

The “mean trait lifetime” in WF-IA is a direct consequence of the balance between innovation and

loss of traits to drift, in a fixed-size population. At the quasi-stationary state, the populationwill fluc-

tuate around a mean number of traits, as individual traits enter and leave the population constantly.

This implies that at stationarity, if we add traits at a higher rate due tomigration or innovation, more

traits must be lost to drift each generation. WF-IA thus satisfies a balance equation characterizing

the average number of variants (n̄)(Ewens, 1964):

n̄
t̄
= θ (2.9)

where t̄ represents the average number of generations that a new trait lasts in the population before

its loss to drift (i.e., the mean trait lifetime).

An exact expression formean trait lifetime has not been derived from the transition probabilities

of the WF-IA Markov chain (Ewens, 1964), but it can be approximated by summing the average

amount of time that a trait within a population spends at specific frequencies (i.e., mean sojourn

times). Ewens (2004, Eq. 3.20) gives the following approximation:

t̄ ≈ E(ti) =
∞

∑
j=1

2N
j(j− 1+ θ) (1− (1− p)j) (2.10)

Since θ is in the denominator of the summation, increasing the population rate of innovation

reduces the mean trait lifetime by decreasing the amount of time any specific trait spends at a given

frequency, and thus the total amount of time a trait spends in the population before being lost to

drift.

Table 2.3 lists the observed mean lifetime of traits for each level of θ employed in this study,

and the expected value as calculated using Equation 2.10. The observed values are systematically

lower than the expected values, which reflects slightly faster loss of traits due to drift in a finite and
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Theta Mean Trait Lifetime E(ti)
0.10 36.54 36.89
0.25 25.61 24.05
0.50 21.10 19.97
1.00 17.31 17.21
2.00 14.57 15.21
5.00 12.43 13.05
10.00 10.83 11.57
20.00 9.50 10.16
30.00 8.68 9.36
40.00 8.12 8.79
50.00 7.72 8.36
60.00 7.36 8.01
70.00 7.08 7.72
80.00 6.83 7.46
90.00 6.60 7.42
100.00 6.40 7.05

Table 2.3: Mean lifetime (in model generations) of traits, by θ, along with analytical approximation
from Equation 2.10.

small population compared to the large populations often studied in population genetics (Ewens,

1964; Kimura and Crow, 1964). Examination of Figure 2.1 appears to show that the onset of time

averaging effects, however small, occurs around the time scale of the mean trait lifetime, for values

of θ ≥ 1.0. This outcome is sensible given the enhanced probability of longer duration samples

incorporating new variants in the sample due to innovation. In the analyses to follow, I scale the

time variable by the mean trait lifetime, displaying assemblage duration as a multiple of this value.

Thus, for the remainder of this paper, a scaled assemblage duration of 100 will indicate 100 times

the mean trait lifetime at that specific θ value. For example, if we are examining results at θ = 5.0, a

scaled duration of 100 would indicate 12.43 ∗ 100 = 1243 simulation steps.
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Figure 2.1: Mean value of Kn for time averaged samples, plotted against assemblage duration in
simulation steps, for each level of θ in the study. Note that the “onset” of time averaging effects (as
measured by increased Kn), is quite gradual at low θ, while high innovation rates display increased
richness with very minor amounts of time averaging.
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2.5.2 Neutrality Testing

TheSlatkin Exact test for neutrality, discussed in Section 2.3.1, determines the “tail” probability for a

sample of size n, with observed number of traits k, to be derived from the Ewens Sampling Formula

(Equation 2.2). The test employed in this study is Slatkin’s Monte Carlo version, which allows the

use of larger sample sizes, using random selection to create unlabeled configurations from the ESD

to compare against the observed values. The resulting tail probability is converted into a standard

hypothesis test by selecting an α value. For purposes of this study, I considered the upper and lower

5%of tail probabilities to indicate that a samplewas probably not derived fromaneutral transmission

model, leading to α = 0.10.

Given this α level, we should expect roughly 5% of the samples taken from a pure neutral copy-

ing process to fall into each of the the upper and lower tail regions, and thus for a Slatkin Exact test

to reject the null hypothesis of neutrality. Roughly 90% of the samples we take from the neutral

WF-IA process should fall between 0.05 < p < 0.95 and thus lead to acceptance of the null hypoth-

esis. This experimental setup also implies the limited utility of performing a single neutrality test

on a single sample of class counts or frequencies, as has been archaeological practice by necessity. A

single Slatkin exact test with Pe value of, say, 0.96, would constitute some, but relatively weak, evi-

dence of non-neutrality. Better practice would be taking many samples from a large assemblage or

multiple collections and calculating independent Slatkin tests for each sample, and examining their

distribution.

If time averaging has no effect on the validity of the Slatkin Exact test employed against tempo-

rally aggregated samples, we would expect the fraction of samples in the two tails (upper and lower

5% in this case) to equal 10%. Anything over 10% would constitute evidence of extra Type I errors,

since we know the samples to have been generated by a process meeting the definition of the null

hypothesis. Therefore, after post-processing the simulation output to produce Slatkin tests as de-
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scribed in Section 2.4, I tabulated the fraction of Slatkin Exact tail probabilities that exceeded the

expected 10% tail population. These are, in other words, “excess” failures of the Slatkin Exact test,

beyond those expected by the probability distribution itself. For each θ level, and for each time aver-

aging duration, the mean “excess” failure rate was computed, from the 1,113,134 raw Slatkin Exact

test results generated in the simulation study.

Figure 2.2 depicts the relationship between the excess failure rate, and time averaging duration

scaled by the mean trait lifetime (as previously described). The mean trait lifetime is indicated by a

vertical red bar in each graph. Threemajor results are apparent. First, at values of θ ≥ 1.0, the excess

failure rate in non-time-averaged data is zero, as onewould expect, and then begins to increase (albeit

slowly) as the time averaging duration of samples exceeds the mean trait lifetime. In some cases,

such as θ = 5.0, the Slatkin Exact test continues to be accurate given the chosen α value through

samples which are aggregated for 10 times the mean trait lifetime. But in all cases, with sufficient

time averaging, the Slatkin Exact test begins to suffer from increased Type I error, reporting an ever

increasing fraction of samples as not derived from a neutral transmission process. The extreme

situation is seen at very high rates of innovation, where nearly every test fails, at high levels of time

averaging. These failures are caused by saturation of a finite sample with singleton traits, causing

the sample to display too much evenness in frequency to have been the result of sampling from the

Ewens Sampling Formula. But unrelated to this saturation effect, there is considerable failure in

employing the Slatkin Exact test to detect neutrality. For example, at θ = 5.0, at 100 times the mean

trait lifetime, approximately 70%of all samples appear in the tail region of the distribution, compared

to the expected 10%. Clearly, the Slatkin Exact test is not robust for long-duration assemblages.

Second, at low θ values, the test results show excessive Type I error, even without time averaging.

There are several potential causes. It is possible that the WF-IA process had not reached quasi-

stationarity by 750 time steps, when sampling began. This would mean that the effects of initial
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Figure 2.2: Slatkin Exact test failure rate (above the expected 10% given two-tailed test with α =
0.10, plotted against time averaging duration scaled by mean trait lifetime, for each level of θ in
the simulation study. The red vertical line indicates the mean trait lifetime for that θ value, and
the shaded region encompasses the standard error of the estimates for mean failure rates at each
duration.
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trait assignment might still be present and skewing the frequency distribution of traits. Second, the

Slatkin test is sensitive to the number of rare or singleton traits given the sample size, and in a small

population (2000 individuals) with a low innovation rate (e.g., θ = 0.1), counts of rare traits could

be unstable. This would not typically be the case in samples from large populations or entire species.

I do not consider the cause of this anomaly further in this paper, but it warrants further simulation

study.

In general, with long-duration assemblages, archaeologists should be careful interpreting the

results of neutrality tests adopted from population genetics. The effect seen here can be summarized

as: with significant time averaging, trait frequencies generated by unbiased cultural transmission

can falsely appear to be non-neutral and thus driven by bias or selection (Type 1 error). The longer

the duration of an assemblage with respect to the mean trait lifetime, the larger the probability of a

Type 1 error. With sufficient duration, in fact, the probability of a Type 1 error becomes virtually

certain, and the Slatkin Exact test loses any discriminatory power. In summary, if onewere to employ

Slatkin’s test to examine the hypothesis of neutrality in long-duration archaeological deposits, one

would overwhelmingly come away with the impression that most cultural transmission was biased,

either towards conformity or a pro-novelty bias – regardless of the underlying process occurring

during prehistory.

2.5.3 Theta Estimation and Innovation Rates

There would be considerable value in estimating the population-level innovation rate (θ) from sam-

ple data if it could be done accurately. As discussed in Section 2.3.2 above, such estimates are usually

biased and have large variance. In this section, I examine the effects of time averaging upon theta

estimates generated from the samples taken to perform neutrality tests in the previous section. For

each of the 1.1 million samples of variants (distributed across actual theta values and assemblage
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durations), I calculated theta estimates given Watterson’s approximation (Durrett, 2008):

θ̂ ≈ kn
log n

(2.11)

For each combination of actual theta and assemblage duration, theta estimates were averaged,

to give a mean estimated theta value (E(θ̂)), and its standard deviation. The results are shown in

Table 2.4. There are two regions of behavior apparent in the table, corresponding to drift- versus

innovation-dominated dynamics. At and below θ = 1.0, estimated values are higher than the actual

θ used to generate samples, and above 1.0, theta estimates begin to systematically lag below the actual

theta value. Overestimation at θ ≤ 1.0 matches the simulation results by Ewens (1974), although

the authors did not simulate innovation rates above 2.0 (a large value in most genetic situations). In

addition to being biased, theta estimation appears to be even approximately accurate only within a

narrow range of values around θ = 1.0.

Figure 2.3 examines estimates of theta by time averaging duration scaled by the mean trait life-

time, for each level of actual θ used in the simulation runs. The pattern evident in synchronic or

unaveraged samples carries over to time averaged assemblages: below θ ≤ 1.0, theta estimates are

larger than the actual values, and increase in a non-linear fashion with assemblage duration. Above

1.0 but below about 30.0, theta estimates begin below the actual value, cross the actual value, and

continue to accumulate as assemblage duration increases. Finally, at the very highest innovation

rates, in a sample size 100, theta estimates are always drastic underestimates of the actual value,

even with long assemblage duration increasing the accumulation of traits.

The Slatkin Exact test software also provides an estimate of θ, finding the maximum likelihood

value of theta when Kn is set in Equation 2.5 to equal the observed value (this is the te statistic

introduced to archaeological usage in Neiman, 1995). Figure 2.4 depicts the Slatkin theta estimates

by time averaging duration scaled by the mean trait lifetime, for each level of actual θ used in the
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Figure 2.3: Estimates of mean population innovation rate (E(θ̂)) from samples (n = 100) taken for
neutrality tests, using the approximation by Watterson (1975). Plotted against assemblage duration,
for each level of actual innovation rate used in simulation runs.
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θ0 E(θ̂) σ(θ̂)
0.10 0.36 0.21
0.25 0.50 0.26
0.50 0.76 0.33
1.00 1.17 0.42
2.00 1.85 0.51
5.00 3.49 0.67
10.00 5.23 0.87
20.00 7.93 0.95
30.00 9.70 0.99
40.00 10.99 0.99
50.00 12.19 1.00
60.00 12.94 1.01
70.00 13.76 0.97
80.00 14.32 0.98
90.00 14.85 0.94
100.00 15.27 0.95

Table 2.4: Mean EstimatedTheta (E(θ̂)) from Samples (n=100) compared to actual values employed
in simulation models (θ0), without any time-averaging.

simulation runs. One interesting difference between Figure 2.3 and the Slatkin theta estimates is that

the latter are more accurate for actual θ ≥ 1.0 than the Watterson approximation, in unaveraged

assemblages. Unfortunately, with increased assemblage duration, estimates explode to much larger

values than those calculated by the Watterson approximation (i.e., θ ≈ 1500 for true θ = 30 at

maximum assemblage duration of 1000 times themean trait lifetime, compared to the underestimate

of approximately 22 in Figure 2.3).

In short, estimation of population-level innovation rates from samples of artifacts using either

estimation method are inaccurate, and the time averaging effect of accretional deposition renders

such estimates even more inaccurate. Clearly, such values cannot be used as actual indications of

innovation rate or to “work backward” towards past population sizes. And without fairly precise

control over assemblage duration, the use of te as a relative diversity measure between assemblages
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Figure 2.4: Estimates of mean population innovation rate (E(θ̂)) from samples (n = 100) taken
for neutrality tests, using results from Montgomery Slatkin’s neutrality test software. Plotted against
assemblage duration, for each level of actual innovation rate used in simulation runs.
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(in the manner common to archaeological applications) is highly suspect. In the next section, I

turn to tf, the other common diversity measure in archaeological studies, which does not require an

estimate of θ, employing instead the variant frequencies directly.

2.5.4 Diversity Measures

Much of the current effort in distinguishing biased and unbiased transmission models rely upon

trait evenness and the shape of frequency distributions, given Alex Bentley’s application of power-

law distributions to both ancient and contemporary data sets (Bentley and Shennan, 2003; Bentley

et al., 2004; Bentley, 2007; Bentley et al., 2009; Hahn and Bentley, 2003; Herzog et al., 2004). One

of the ways that unbiased and “conformist” models of cultural transmission differ is in the expected

amount of variation. Compared to unbiased transmission, conformism of even a mild degree tends

to strongly concentrate adoption onto a very small number of traits (Mesoudi and Lycett, 2009).12 It

is difficult, however, to interpret the absolute number of traits (Kn) without knowledge of the pop-

ulation size, so Kohler et al. (2004) employed diversity measures instead in his classic examination

of conformist transmission in Southwest pottery.

The most commonly used measure in the archaeological literature on cultural transmission is tf

(Equation 2.6), since it is related to Wright’s original measures of heterozygosity and thus associated

directly with the historical development of the Wright-Fisher model. But it is useful to normalize

the results of tf between 0 and 1 so that we can compare different levels of theta and assemblage

durations easily, in the same way that statisticians occasionally employ coefficients of variation or

normalize covariances into correlation coefficients. Equation 2.7 does exactly this, and is called the

“index of qualitative variation” (IQV) (Wilcox, 1973).
12This is especially the case when conformist transmission is implemented in simulations as a “global” rule where

only the most common trait is copied during “conformist” copying events, rather than weighting all traits by their rel-
ative popularity. Very little work has been done to compare the results from different methods of simulating biased
transmission models. This is a topic which would benefit greatly from additional research.
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Figure 2.5: IQV diversity index, derived from samples of size 100, plotted against time averaging
duration scaled by mean trait lifetime, for each level of θ in the simulation study. The red vertical
line indicates the mean trait lifetime for that θ value.
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Figure 2.5 displays the relationship between the IQV for samples of size 100, and time averaging

duration scaled by mean trait lifetime, as before. IQV values range from 0.0, if only a single trait

occurred within a sample (which happens in simulations with very low innovation rates), through

1.0, which indicates that traits are perfectly evenly distributed within a sample. Even at the highest

innovation rate studied, values of 1.0 were not seen in unaveraged samples from the simulation runs.

It is apparent that time averaging can yield greater evenness among trait frequencies, although the

plateau in IQV values seen at high θ and high assemblage duration is a function of the saturation of

Kn in a finite sample seen above. At very low innovation rates (θ≪ 1.0), time averaging in contrast

seems to have little effect on the dispersion of trait frequencies, with one or a very few traits always

dominating a sample.

In between, when innovation rates are sufficient to guarantee at least one innovation on average

per model generation (θ = 1.0) but fewer than 10, there is non-monotonic behavior apparent in

the IQV index. For example, at θ = 2.0, time averaging has no effect on IQV until duration is 10

times the mean trait lifetime (t̄), at which point assemblages begin to appear less even in frequency

distribution, until about 100 times themean trait lifetime, when evenness begins to steadily increase.

This effect is interesting, since it suggests that we cannot easily compare diversity indices between

assemblages unless we control for duration or have independent evidence concerning innovation

rates.

2.6 Discussion and Conclusions

When we examine the effects of time averaging on the sample properties of unbiased transmission,

using the mean lifetime of traits as our fundamental time scale, several lessons for practical appli-

cations emerge. First, it appears that assemblages with very small amounts of temporal aggregation
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display little of the distributional alterations that characterize long-duration assemblages. Statisti-

cal tests of neutrality and diversity measures, and thus arguments based on them, can probably be

used with care. Second, estimates of population-level innovation rate derived from Ewens’s sam-

pling formula are biased (and therefore inaccurate), and become seriously inaccurate with increased

assemblage duration. Archaeologists should strongly reconsider using te or other theta estimates

even in relative comparisons, and should definitely not consider such estimates to reflect the inno-

vation rate or population size present in the prehistoric population. Third, for assemblages that have

a duration longer than the mean trait lifetime, it is important to measure and control for the rela-

tive duration of assemblages when comparing statistical results across samples. Without doing so,

we cannot interpret relative differences of diversity indices or trait richness values as indicative of

different modes of transmission.

One caveat to the above is that such effects refer specifically to assemblage level data, composed of

many artifacts deposited over time. Artifact-scale analysis, where the attributes under analysis come

together in a short period of time, and where single artifacts comprise the counting unit for trans-

mission studies, will not necessarily suffer the quantitative effects described here, or would suffer no

measurable time averaging effects if the assemblage durations were short compared to the lifetime

of traits. A good example of this is Jonathan Scholnick’s chapter in the present issue, expanding on

his previous research into cultural transmission in Colonial America through gravestones (Premo

and Scholnick, 2011; Scholnick, 2010), where his samples cover 10 year periods based on the death

dates carved on each stone.

Furthermore, while the mean lifetime of transmitted information plays a central role in estab-

lishing a “natural” time scale over which time averaging affects unbiased transmission, this time

scale is not an archaeological one. This discrepancy in time scales arises because the abstract “traits”

of our models are not equivalent to the classification units employed by archaeologists. This is not
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a trivial difference, and is one that is rarely even discussed in archaeological applications of cul-

tural transmission models. Instead, we frequently act as if “traits equal types,” despite occasional

acknowledgement of the difference.

But we have no direct empirical access to the information prehistoric populations were learn-

ing, teaching, and imitating. We will never find “units of transmission” in any empirical sense for

archaeological applications of cultural transmission models, and we have no warrant to equate our

models of prehistoric information flow with the classes we use to observe it today. Long ago, Os-

good (1951) recognized that when anthropologists study the ideas held within a social group under

study, what is actually being studied are the ideas we construct about the ideas individuals in other

cultures may have had. Dunnell (1971) systematized this distinction, pointing out that we always

operate with analytic classes whose construction is done by archaeologists, for archaeological pur-

poses. These classes serve as a “filter” by which we detect patterns in artifact assemblages, which

reflect patterns in the information which flowed within past populations. There is no “natural” set

of classes to employ in studying cultural transmission, but we often forget to incorporate this fact

into our analyses. Linking the time scale over which variation entered and left a prehistoric popu-

lation, and the time scale over which archaeological classes appear and then exit the archaeological

record will involve further research on the relationship between transmission dynamics and com-

plex, multi-dimensional archaeological classes. Such research is essential to connect the abstract

quantities described by theoretical models, to observable aspects of the archaeological record.

These results paint a fairly gloomy picture of almost all of the standard variables archaeologists

have used since Neiman’s (1995) pioneering work. One wonders why empirical studies using di-

versity measures, innovation rate estimates, or neutrality tests appear to “work” and give sensible

results? One possibility, of course, is that some studies don’t yield the expected results. We see

this, possibly, in a fascinating analysis by Steele et al. (2010). The authors employed ceramic classes
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that appeared to be non-neutral and subject to selection or biased transmission. Yet Slatkin exact

tests were unable to rule out the null hypothesis of neutrality. I do not present an analysis of con-

formist transmission under time averaging in this article, but using TransmissionFramework I see

evidence that temporal aggregation has the opposite effect on Slatkin exact tests in populations with

weak conformist biases: neutrality tests suffer increased Type II error, making it more likely that we

will accept a null hypothesis of neutrality when the opposite is the case.

Another possibility is that certain variables may retain their distributional character, but have

their values inflated by temporal aggregation. In such situations, there would be no reason to reject

the neutral model, but inferences about the values of parameters would be inaccurate. Even if inves-

tigators did not rely upon the absolute value of parameters, frequently such inferences (e.g., diversity

values) are employed as relative comparisons between assemblages. I suspect that this has occurred

in a number of published studies, but few cultural transmission applications include detailed infor-

mation concerning assemblage duration, so it is difficult to redo the researcher’s original hypothesis

tests with temporal controls, without going back to original field information or reports. Clearly,

both possibilities may also occur in some situations.

As archaeological usage of cultural transmission theory becomes more frequent and we move

from proof-of-concept studies to demanding interpretive accuracy from our models, methodolog-

ical research is essential to ensure that our applications are empirically and dynamically sufficient.

The present study focused on a necessary first step in such method development, developing an un-

derstanding of the effect of time averaging in accretional assemblages upon the observable variables

in neutral cultural transmission models. The results demonstrate that frequently employed statis-

tics, such as te, are highly inaccurate and biased when measured in time averaged assemblages, and

that neutrality tests are subject to enough additional Type I or Type II error that the results can be

systematicallymisleading. Clearly, in order to apply cultural transmissionmodels to diachronic data
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derived from time averaged assemblages, we need to develop observational tools andmethods suited

specifically to the archaeological record, instead of simply borrowing statistical methods andmodels

from theoretical population biology.
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CHAPTER 3

Can We Identify Biased Cultural Transmission in

the Archaeological Record?

3.1 Introduction

The emerging field of cultural evolution is the study of cultural change in humans and other animals

as a Darwinian evolutionary process, and encompasses research in biology and the social sciences.

As part of an “extended synthesis’’ (Pigliucci and Müller, 2010), cultural evolution extends the no-

tion of “descent withmodification’’ to include the learning and accumulation of cultural information

between generations, and explicit study of the differences in structure and pattern between genetic

and cultural transmission. Beginning with the seminal work by Cavalli-Sforza and Feldman (1981)

and later by Boyd and Richerson (1985), the study of these differences has focused a great deal of

attention on cognitive and psychological biases that create population structure. Over the past thirty

years experiments, observational studies, and theoretical models have come together to create a pic-

ture of human social learning which is biased towards conformity under many circumstances and
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the observation of success, positive payoffs, and social prestige as a basis for selecting those from

whom one learns or imitates (e.g., Richerson and Boyd, 2005).

Most of the evidence for this emerging picture of human social learning comes from controlled

experiments and observational studies of living populations. Most of it is conducted by psycholo-

gists and anthropologists (Whiten et al., 2016; Mesoudi et al., 2016). Archaeologists and paleoan-

thropologists seeking to study the evolutionary history of social learning are consumers of this body

of theory. There is nothing wrong with being a consumer of evolutionary theory—every discipline

involved in applying Darwinian insights to human social behavior is a consumer in some area—but

wemust also be producers of methods needed apply that theory to the unique empirical phenomena

we study. Our job consists, at a high level, of building methods for constructing models appropriate

to the kinds of data we possess, understanding how to best to assess the fit between those models

and our data, and finally, understanding the limits of our ability to do so given the nature of the

empirical phenomena we study.

This paper addresses the limits of our ability to select among detailed, individual-level models

of cultural transmission in most archaeological situations. Initial optimism applying mathematical

models of cultural transmission to archaeological data (e.g., Neiman, 1995; Eerkens and Lipo, 2005;

Lipo et al., 1997; Shennan and Wilkinson, 2001; Jordan and Shennan, 2003) has given way to a more

nuanced view of our ability to discriminate between models (Barrett, 2019; Premo, 2010; Kandler

and Crema, 2019). A growing body of work is aimed at assessing the causes of equifinality between

cultural transmission models given archaeological data, for example assessing the effects of time av-

eraging (Madsen, 2012; Porčić, 2014; Premo, 2014; Perreault, 2018) and non-stationary population

sizes (Rorabaugh, 2014; Kandler and Powell, 2018). The hope is that methodological development

will help us understand, and correct for, these sources of equifinality so that we can proceed with

“model selection” and fitting (albeit in a more sophisticated way) and still work with the kinds of
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transmission models that other anthropologists and social psychologists employ (especially those

derived from Boyd and Richerson’s seminal work on “dual inheritance theory”).

There is no question that we can empirically detect different types of social learning modal-

ities in controlled experiments (Kempe and Mesoudi, 2014; Mesoudi et al., 2006a; Whiten et al.,

2016; Mesoudi and O’Brien, 2008a; Mesoudi et al., 2008; Mesoudi, 2014). Experiments and detailed

observational studies of living populations generate fine-grained data about who individuals learn

from and what covariates affect “chains” of transmission. Archaeologists, even in the best of cir-

cumstances, always face data which is coarse-grained compared to that available in experimental

settings. To one degree or another, the data we generate from archaeological deposits are estimates

of some population-level prevalence of cultural traits.

Understanding the limitations of using coarse grained data to perform model selection is cru-

cial for archaeology and paleoanthropology, The main approach to identifying the best fit cultural

transmission model for a data set has been to construct univariate statistical tests or distributional

expectations for various summary statistics. Examples of summary statistics employed in this model

fitting approach include richness or diversity (evenness) measures, the average amount of time traits

survive in a population, their turnover properties, or the degree to which frequency data match dis-

tributions known to arise in various “null” models (Shennan and Wilkinson, 2001; Shennan and

Bentley, 2008; Bentley and Shennan, 2003; Shennan and Bentley, 2008; Kandler and Shennan, 2013,

2015). These statistics are highly attractive for archaeological purposes because most are easy to cal-

culate from standard descriptions of archaeological assemblages without additional measurements

on individual artifacts and thus allow the study of previously described data sets.

This approach has now been employed in enough studies, and with enough replications on the

now-paradigmatic ceramic data from the European Neolithic Merzbach Valley, that we can evaluate

its performance. Kandler (2015) notes that after five separate analyses of the Merzbach data using a
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variety of summary statistics and approaches, the results remain in conflict. It is not clearwhether the

data are consistent with a hypothesis of neutrality, or anti-conformity/novelty seeking, or whether

both are reflected in different assemblages.

There has been much less focus on the crucial question of whether some of the equifinality we

face is simply structural. By “structural” equifinality, I mean that the models we expect to be able

to identify cannot be distinguished because they overlap too strongly in their outcomes, with any

possible data we can obtain. This paper is an attempt to outline a major cause of structural equi-

finality in cultural transmission modeling: the inherent variability of social learning modes within

real populations. The simulation experiments reported here seek to understand whether individual

variability in cultural transmission and social learning strategies renders our models impossible to

distinguish given coarse grained data, and what effects that sampling and time averaging have on

our ability to distinguish the true data generating process behind our data.

This study employs simulation from several data generating models, and employ multiple sum-

mary statistics and a powerful machine learning classifier capable of finding highly nonlinear de-

cision boundaries to determine whether it is even possible to discriminate between our theoretical

models. If we can, then it is reasonable to expect that further methodological research on ways to

“correct” or avoid sources of equifinality may be fruitful. If we cannot distinguish between models,

even in the idealized case, then I believe we must question the utility of attempting to perform the

kind of microevolutionary model fitting that many of us have been attempting with archaeological

data.

The results indicate that populations with mixtures of bias can be distinguished from a reference

population of unbiased copiers very accurately given a full population census and the absence of

time averaging. In this sense, equifinality between these theoretical models may not be structural

even with coarse-grained data. However, the introduction of sparse sampling and the interaction of
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sampling with time averagingmarkedly degrades our ability to accurately classify samples as to their

model of origin. Furthermore, the pattern of errors is not symmetric. With sampled, time averaged

data, we are extremely likely to conclude that samples represent various kinds of transmission bias,

even when this is not the case.

This result deepens the skepticism we should feel as archaeologists about the ability to apply

detailed social psychological models to most archaeological data. Instead of attempting to adapt our

data so that we can applymicroevolutionarymodels, wemay be better off adapting ourmodels to the

data and empirical record we actually possess. This means looking at coarser grained models and

coarser grained research questions which may better match the unique strengths of a diachronic,

aggregated record of human evolution.

3.2 Within Population Variation in Social Learning: A Cause of

Structural Equifinality?

The microevolutionary models of cultural transmission we typically employ in archaeology draw

structurally upon the mathematical core of classical population genetics, but add inheritance struc-

tures and social learning modes informed by observations across the social sciences (Cavalli-Sforza

and Feldman, 1981; Boyd and Richerson, 1985). The core models in dual inheritance theory richly

vary in the cognitive biases they describe, but all still tend to ignore significant sources of population

structure or variation. All tend to assume panmixia as a simplifying assumption, and most tend to

depict the population-level consequences of sets of individuals who employ a single learning mode

or class of cultural “parent” to learn from (Wimsatt, 2019).

Real populations, as opposed to those depicted in much of our modeling, have rich structure.

Human populations are mixtures of people of different ages, genders, and propensities for individ-
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ual versus social learning. There also appears to be variation among populations and major cul-

tural lineages in these mixtures of social learning traits. Detailed experimental and observational

studies are just beginning to document this variation (Whiten et al., 2016; Yaveroglu and Donthu,

2002; Tweed and Lehman, 2002; Chang et al., 2011; Enquist et al., 2007; Csibra and Gergely, 2009;

Tomasello, 2016; López et al., 2010; Berl and Hewlett, 2015; Mesoudi et al., 2015, 2016) People can

vary in these propensities over the course of their lifetimes (Lehmann et al., 2013; Demps et al., 2012;

Correa-Chávez and Rogoff, 2009; Mesoudi et al., 2016), making demographic factors important in

modeling the population-level effects of individual social learning processes.

Even if different ways of learning from parents and peers are distinguishable from individual

level data, we should not automatically assume that their population level consequences are dis-

tinguishable, when there is variation in the population. Processes which are distinguishable with

transmission chains, for example, may have opposing effects on population-level summary statis-

tics. A population comprised of conformists who prefer to learn and stick with the ways that have

worked in the past would tend to display fewer variants in the population than expected in a neu-

tral equilibrium, and more concentration of frequency on a small number of traits. A population

comprised of those who prize novelty and exploration of “new” traits will tend to display more vari-

ants than expected, with more evenness among trait frequencies. A real population that combines

individuals with both propensities would display a mixture of these population-level consequences.

In other words, some of the effects easily visible at the individual level may “cancel out”. If that is

the case, can we distinguish a mixture of these social learning biases, from a population of unbiased

copiers?

This question becomes even more concerning when we combine the “structural” possibility of

equifinality just described with the “methodological” sources of equifinality previously discussed:

sampling and the time averaging characteristic of aggregated, time transgressive data. This question
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Figure 3.1: Two scenarios for how equifinality may affect our ability to empirically distinguish be-
tween different models of cultural transmission given the effects of sampling and time averaging.

is depicted schematically in Figure 3.1. In the left panel, under mild to moderate amounts of time

averaging and with reasonable sample fractions, our ability to discriminate between models may be

relatively strong, with equifinality restricted to situations with small sample size and in assemblages

with significant duration. The right hand panel depicts the other end of a continuum of possibilities:

our ability to identify transmission models given data might be quite rare across a range of values

relevant to archaeological inquiry. This paper is an attempt to determine where we might stand

between these two poles. Given even simplified models of mixed social learning processes, can we

tell apart their population level consequences, especially with limited samples and in the presence of

time averaging?
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3.3 Methods

3.3.1 Study Design

I approach this question by simulating populations with mixtures of social learning or transmis-

sion biases. In particular, I examine populations comprised of mixtures of conformist and anti-

conformist individuals, along with a “reference” population of unbiased copiers (Boyd and Richer-

son, 1985). The simulated populations are censused at sampling intervals and trait counts recorded.

This allows us to later perform a variety of “data collection regimes” which simulate the effects of

archaeological sampling and the time averaging effects of aggregate deposition in the archaeologi-

cal record. It also allows analysis at the single trait level, or the composition of traits into “classes”

which simulate the effects of archaeological classification, since most efforts to fit cultural transmis-

sion models to real data have accepted existing classification schemes as input to the model fitting.

The output of the simulation runs are simulated archaeological observations of trait or class fre-

quency count at a variety of levels of sample size and time averaging “treatments” from the same

underlying data generating processes. This allows us to examine our ability to distinguish between

data generating processes depending upon the “treatment” levels, given a method for predicting

which data generating process produced the data points observed. In the next section, I describe a

predictive modeling approach, adopted from machine learning, for measuring equifinality as error

in properly predicting the known data generating process for our simulated data.

3.3.2 Measuring Equifinality Through Classification Error

The common models of cultural transmission employed by archaeologists are stochastic in nature,

and thus when we take samples from simulations of those models, we will observe a distribution of

results for any summary statistic we choose to observe. To the degree that several models generate
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separable distributions for the chosen summary statistics, we will be able to infer the most probable

data generating model given values of those statistics. If the distributions of summary statistics have

some overlap, the level of certainty with which we can predict the correct data generating model will

decline overall, and perhaps be no better than chance in the region of overlap.

This generic situation is shown schematically in Fig. 3.2. Here, three pairs of probability models

are represented by 500 measurements each of two continuous predictors variables (e.g., a diversity

index). In the left panel, the pair of models do not overlap in their outcomes. Given a data point,

we can assign it to Model 1 or Model 2 with virtually no error, and thus we would consider models 1

and 2 to be distinct and not equifinal at all. The situation in themiddle and right panels of Figure 3.2

is different. There is some overlap in the middle panel, and very strong overlap in the right panel. In

the right hand panel, in fact, there is enough overlap that on average, our ability to assign a randomly

chosen data point to the correctmodel is no better than chance. Intuitively, wewould say that there is

some equifinality in the middle panel, and that the two models in the right hand panel were strongly

equifinal.

Measuring the overlap between the measured outcomes of theoretical models thus provides a

way to determine their inherent or structural equifinality given a set of observable summary statis-

tics or observational variables. When theoretical models are simple enough to have solvable equa-

tions, it may be possible to perform an analysis of distributional overlap using mathemetical tools

such as the Kullback-Leibler divergence between their resulting probability distributions (Burnham

and Anderson, 2002). In the kind of cases discussed in this paper, with mixtures of social learning

modes in a single simulated population, we need a numerical and thus statistical approach. We will

operationalize measurement of distributional overlap by producing samples from each theoretical

model, calculating or other producing the observable variables or summary statistics, applying any

simulated data collection treatments (such as specific sampling regimes), and then attempting to
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Figure 3.2: Simple example of model outcomes with different degrees of distinguishability given two
summary statistics: (A) simulated data points from two fully separate models, (B) two models with
a limited overlap region, (C) and two models whose outcomes are highly overlapping.

“predict” which data generating model generated each data point. The error rate in predicting the

correct model is a quantitative measure of how much equifinality there is between models, given a

set of predictor variables and data collection treatments.

In more formal terms, we define measurement of equifinality as the error in performing a clas-

sification task, in the machine learning sense (Murphy, 2012). Given a set of modelsM1 . . .Mn,

we can measure equifinality as the minimum possible error achievable in correctly assigning sim-

ulated data points to the data generating model which produced them, given measurement of a set
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of predictor variables or “summary statistics.” In the classification task, we ask which model has

the highest probability for a given data point, given the conditional density of the data and models.

This sounds exactly like Bayes’ theorem, and in fact we can write the classification problem as fol-

lows, where Y ∈ 1, . . . ,K refers to each of k models, and X1, . . . ,Xp refer to p different predictor

variables.

P(Y|X1, . . . ,Xp) =
P(Yi)P(X1, . . . ,Xp|Y)

P(X1, . . . ,Xp)
(3.1)

P(Y) plays the role of the prior distribution, and reflects how prevalent we expect each label or

model to be in the population. In a true empirical study this might be uniform—if we had no reason

to suspect that a model may bemore likely than another a priori, or wemay have substantive reasons

for weighting models. For example, models may capture the prevalence of a genetic factor, and we

may have quantitative evidence for that prevalence. In a theoretical study such as this one, we are

simulating equal numbers of samples from each theoreticalmodel, and thus the termwill be constant

and cancel out. The data points in a classification problem are given, and thus the denominator is

also a constant. The most probable class for a given data point reduces, therefore, to the mode of the

likelihood function:

Ypred = arg max
y

P(X1, . . . ,Xp|Y) (3.2)

This is the Bayes classifier for a controlled simulation experiment, and its error rate in separating

data points bymodel is called theBayes error. This is the lowest possible error in separating themod-

els given the data (Devijver and Kittler, 1982; Fukunaga, 1990; Hastie et al., 2009). The Bayes error

is zero when we can correctly identify each data point as to its model of origin (as in the left panel

of Fig. 3.2, and rises as two models overlap in the measurement space. With sufficient overlap, the
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3. Can We Identify Biased Cultural Transmission in the Archaeological Record?

Bayes error could approach 0.5, which represents a prediction rule which is no better than chance, or

conceivably rise even further, indicating that our classifier performs even worse than coin-flipping.1

Unfortunately, we can almost never directly calculate the Bayes error rate for a prediction or

classification rule, because we rarely have an expression for the likelihood function of our transmis-

sion models in the spaced formed by the predictor variables. Bayes error can be directly calculated,

in fact, only for a small number of cases, such as Gaussian distributions with a shared covariance

matrix. There is a large literature, especially in pattern recognition and language classification, on

approximating upper bounds for the Bayes error of a classifier, because it is highly useful to know

when you cannot improve a recognition system or classifier any further (Antos et al., 1999; Dobbin,

2009; McLachlan, 1975). Most such upper bounds are based upon parametric models, and use es-

timates of a distance metric between the classes being distinguished (typically, the Mahalanobis or

Bhattacharyya distance) (Devijver and Kittler, 1982). Such bounds are difficult to apply in situations

where we have complex social learning models, whose probability density functions in the space of

measured variables are typically unknown.

Despite the fact that we can rarely calculate the Bayes error rate, it is useful as an operational

definition for equifinality, since it measures our uncertainty about model choice given a set of mea-

surable variables. In practice, we approximate the Bayes error by employing classifier algorithms

which are able represent complex relationships between all of the predictor variables in order to

get as close to the Bayes error rate as possible. This generally means using methods with higher

model “capacity” than the linear models familiar to most archaeologists (such as logistic regres-

sion or linear discriminant analysis). Formally we seek methods with high Vapnik-Chervonenkis

(or VC) dimension, which measures the ability to represent complex decision boundaries between

classes (Vapnik, 2013). At present, methods such as boosting, bagging, and ensemble approaches

1Error rates can obviously be higher than 50% in an empirical study, but in a controlled simulation study like the
present paper, error higher than a coin-flip is indicative of a problem with the experimental setup.
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that combine weaker methods such as decision trees with boosting combine high capacity with very

low error across many benchmark cases (Hastie et al., 2009), and thus come closest to estimating the

Bayes rate (Tumer and Ghosh, 2003).

3.3.3 Simulation Modeling of Cultural Transmission Mixtures

In order to measure the overlap between various theoretical mixtures of social learning strategies,

I built simulation models for the scenarios given in Table 3.1. The outcomes of all four transmis-

sion models are derived by simulating the dynamics of the model in an agent-based framework that

allows each agent to be assigned a different transmission rule. All simulations employ the Moran

dynamics, where one individual engages in a copying event at each elemental step (Moran, 1962,

1958; Aoki et al., 2011). Innovations are modeled using the “infinite alleles” approximation, where

every innovation is new to the population (Ewens, 2004). Simulations were performed using the

CTMixtures software package, available as open source software.2 The parameters for all simulation

runs are given in Table 3.2. Where there is a range given (e.g., innovation rate), the parameter is

treated as a prior distribution and each simulation run is assigned a uniform random value from the

range. This ensures good coverage of the parameter space given 25,000 replicates for each of the 4

models.3

Model Code Model Description
Unbiased Population with only unbiased copiers
Equal Mixture Equal numbers of conformists and anti-conformists
Conformist Dom 70% conformists with 30% anti-conformists
AntiConf Dom 70% anti-conformists with 30% conformists

Table 3.1: Theoretical models that were simulated as part of this study.

2https://github.com/mmadsen/ctmixtures
3The use of a good prior distribution for parameter ranges also results in simulation data that are usable for later

data fitting by approximate Bayesian inference (Beaumont, 2010; Crema et al., 2014; Csilléry et al., 2010; Marin et al.,
2012).
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Parameter Value or Interval
Innovation rate (in θ scaled units) [0.1, 5.0]
Probability of conformism [0.05, 0.25]
Probability of anti-conformism [0.05, 0.25]
Sample fractions 0.1 and 0.2
Time averaging intervals (units of 100 individuals) 10, 20, 50, 100
Population size 100
Number of trait dimensions (loci) 4
Initial traits per dimension 10

Table 3.2: Parameters for simulation runs across the four models studied. Intervals are treated as
prior distributions, and each simulation run is assigned values derived from a uniform random sam-
ple on the interval indicated. Lists of values are all applied to every simulation run (e.g., there is both
a 10% and a 20% sample from each simulation run. Single values are applied to every simulation
run, and represent a point prior.)

Simulated populations are 100 individuals in size, because most archaeological studies of cul-

tural transmission have focused upon situations where population sizes are assumed to be small.

Each simulated individual carries 4 different traits at any time, which are treated as separate loci or

dimensions. Trait frequencies are tracked on a per-locus basis, and combinations of loci are tracked

in order to simulate archaeological “types” or classes which include multiple dimensions of varia-

tion.

Regardless of transmission model, social learning involves no interaction effects between loci

in this study. The population is seeded with 10 randomly chosen traits at each locus as a starting

configuration. The evolution of each simulated population proceeds for 4 million elemental steps,

which is equivalent to about 40,000 copying events on average per individual. This value was chosen

by performing simulations at 1million time step intervals and verifying that the distribution of a key

statistic (the number of traits per Loci) had stabilized. This occurred in most cases between 2 and 3

million steps, and in all cases between 3 and 4 million, so the last value was chosen.⁴ At the end of

⁴The analysis underpinning this decision is available in the Github repository at https://github.com/mmadsen/
experiment-ctmixtures/analysis/verification.
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4 million simulation steps, a suite of variables are measured from each of the 25,000 replicates and

stored for analysis.

3.3.4 Summary Statistic Selection

Sincemost previous work on identifying transmissionmode from archaeological data employ single

diagnostic variables, and begin to display equifinality under realistic data collection conditions, it is

reasonable to examine whether using multiple variables will yield more discriminatory power in the

same contexts. By representing the outcomes of transmission models in a higher dimensional space,

it should be easier to find a decision boundary (“separating hyperplane”) that correctly predicts the

model which generated each data point, if such a boundary exists.

The predictor variables chosen in this study focus upon measures of richness and diversity, trait

survival over time (Kandler and Shennan, 2013), and the Slatkin neutrality test (Slatkin, 1996, 1994).

Each has been employed in the archaeological literature on identifying cultural transmissionmodes,

or is a variant on suchmeasures (e.g., IQV is a normalized version of Shannon entropy), and crucially,

all are measurable in standard archaeological contexts using attribute or class frequency data. This

additionallymakesmost of the variables applicable to the re-analysis of already publisheddata, which

is an important usage scenario in archaeological research.

For the locus-centric variables, each statistic was applied to each locus separately, and the mean,

minimum, and maximum of the values obtained for each locus were recorded. I collect order statis-

tics in addition to the mean value, since it is possible that minima and maxima might be a better

discriminator between models than averages. In addition to the variables calculated upon each of

the 4 loci, the traits at each locus were combined into a cross-tabulation of ”classes” which simu-

lates the process of archaeological classification. Each class represents a different combination of

traits from the 4 loci, and very roughly simulates observing cultural variation through the lens of
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Variable Model Variable
Cross-Tabulated Class Richness (Class) num_trait_configurations
Slatkin Exact (Class) configuration_slatkin
Shannon Entropy (Class) config_entropy
IQV Diversity (Class) config_iqv
Neiman Tf (Class) config_neiman_tf
Slatkin Exact (Max for Locus) slatkin_locus_max
Slatkin Exact (Min for Locus) slatkin_locus_min
Slatkin Exact (Mean for Locus) slatkin_locus_mean
Shannon Entropy of Trait Frequencies (Min) entropy_locus_max
Shannon Entropy of Trait Frequencies (Max) entropy_locus_min
Shannon Entropy of Trait Frequencies (Mean) entropy_locus_mean
IQV Diversity Index (Min) iqv_locus_max
IQV Diversity Index (Max) iqv_locus_min
IQV Diversity Index (Mean) iqv_locus_mean
Trait Richness (Min) richness_locus_max
Trait Richness (Max) richness_locus_min
Trait Richness (Mean) richness_locus_mean
Kandler-Shennan Trait Survival (Min) kandler_locus_max
Kandler-Shennan Trait Survival (Max) kandler_locus_min
Kandler-Shennan Trait Survival (Mean) kandler_locus_mean
Neiman Tf (Min) neiman_tf_locus_max
Neiman Tf (Max) neiman_tf_locus_min
Neiman Tf (Mean) neiman_tf_locus_mean

Table 3.3: Variables measured from each transmission model simulation sample. The parentheti-
cal expression records whether the variable was calculated for cross-tabulations of all 4 loci (Class)
or represent the order statistics from individual loci (Min/Mean/Max). The right column records
the variable name used within R statistical models, for examining the relative importance of each
variable in classifying observations.

a standard paradigmatic classification (Dunnell, 1971). The same variables are then measured as a

function of the class counts.⁵ This allows us to understand whether transmission models are bet-

ter distinguished on a per-locus (dimension) basis or by operating on more complex classes that

⁵The sole exception is theKandler-Shennan survival time, which is notmeasured here for the cross-tabulated classes.
Understanding the quantitative behavior of this measure for multidimensional classes of traits is an important open
research question, however.
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combine several traits together. The full list of measured variables is given in Table 3.3.

As a final note on variable selection, in an exploratory analysis for this project, I tried to include

the power law exponent as a summary statistic, given the important work by Bentley and colleagues

(2004) and Mesoudi and Lycett (2009). Proper fitting of power law distributions to empirical data

is more difficult than simply determining if a straight line describes the data after double logarith-

mic transformation; in particular testing if a data set displays a power law is difficult if there are a

small number of counts and small sample size (Clauset et al., 2007). This may be difficult in many

archaeological cases where the number of classes may be relatively small (on the order of ten rather

than hundreds), and the total sample sizes can be relatively small. In their study, Mesoudi and Lycett

(2009) use the cumulative number of adoptions of each trait over the entire time span of their sim-

ulations as the “frequency” used to calculate power law exponents.⁶ This quantity is available in

simulation but would unobservable in empirical data. Whether or not to include power law expo-

nents as predictor variables will depend strongly on the data set in question. Given the experimental

setup used in this study, power law exponents were difficult to calculate in a stable way. Thus, I did

not include them in the remainder of this study, and their discriminatory power in combination

with other variables thus remains an open question.

3.3.5 Data Collection Treatments

At the end of each simulation run, after themodel has reached a quasi-stable equilibrium (measured

as stability in per-locus trait richness), a series of samples are taken from the evolving population.

These samples are taken in ways that correspond to various real-world data collection strategies.

First, a census of the entire population is taken. This functions as a baseline for the “most complete”

information we can use to identify transmission modes, and there are also conditions during ob-

⁶I confirmed this by inspection of the source code for their simulationmodel, which was provided by AlexMesoudi.
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servational studies or in laboratory experiments where census is possible. In archaeological studies,

anything approximating a census is usually impossible, although Jonathan Scholnick’s study of New

England gravestones and their makers may approximate this quality of data collection (Scholnick,

2012). Second, the simulated population is sampled, at the 10% and 20% levels. Sampled data is

ubiquitous in archaeological research, and although the issues involved in mapping artifact sam-

ples to their meaning for the underlying population of social learners is complex and unresolved,

it is useful to determine whether the overall sample fraction has a measurable effect upon model

equifinality.

Archaeology derives its empirical data by sampling a sedimentary record of artifact discard and

trace fossil creation by many individuals, often over large spans of time (Schiffer, 1983, 1987; Stein,

2001, 1987, 1993, 2001; Stein et al., 2003). Thus, our data almost never represent synchronic or

“point in time” samples of the results of human activity (Grayson and Delpech, 1998; Lyman, 2003;

Madsen, 2012; Porčić, 2014; Premo, 2014). Therefore, the simulated samples of cultural transmission

in this study are also temporally aggregated over a number of time steps, and the aggregate trait

counts used to determine the frequencies of cultural traits over the entire interval. The population

census has no temporal aggregation, and thus does represent a synchronic census.

Time averaging is implemented according to the schematic in Fig. 3.3. At the end of the sim-

ulation run, sampling begins at a time index calculated to allow time averaged samples to be taken

twice, with a gap of 50 “generations” to also allow the calculation of the Kandler-Shennan trait sur-

vival statistic (although unlike their original study, the values at the start and end times are inherently

time averaged in this study, which would be the case in any real archaeological context) (Kandler

and Shennan, 2013).

The data collection strategies employed in this study are given in Table 3.4. Applied to all 23

variables, the study yielded approximately 900,000 samples from the four transmissionmodels listed
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Accumulate Transmission 
Events

Accumulate Transmission 
Events

Simulation End Time

Sampling Start Time

Simulation Start Time

∆T

∆T∆T

Interval for measuring 
trait survival 

using Kandler and 
Shennan’s (2013) 

method

Time Averaged Trait Counts

Time Averaged Trait Counts

Count Surviving Traits

Figure 3.3: Schematic of how trait survival as described byKandler and Shennan (Kandler and Shen-
nan, 2013) is extended to time averaged samples of transmission events. Time runs from the start of
the simulation run at the top, to the end at the bottom. The interval of time over which we calculate
the Kandler-Shennan trait survival is given as a simulation parameter, and represents the gap in the
middle of the diagram. Before and after that gap are sampling windows during which transmission
events are accumulated over some number of simulated “generations” (values of 10, 25, 50, and 100
are used in this paper). Trait survival is then calculated as the number of traits present in the start-
ing time averaged sample of transmission events, which are still present in the ending time averaged
sample of events.
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Sampling Strategy Time Averaging Duration
Population Census 0
10% Sample 10
10% Sample 25
10% Sample 50
10% Sample 100
20% Sample 10
20% Sample 25
20% Sample 50
20% Sample 100

Table 3.4: Data collection strategies, applied to every simulation run. Time averaging duration is
given in units of ”generations,” which are units of 100 time steps (given the population size). 100
generations thus represents 10,000 elemental time steps in the Moran simulation dynamics.

in Table 3.1.⁷

3.3.6 Classifier Selection and Training

Classifier algorithms are supervising learning models from statistics and machine learning that pre-

dict a categorical response from a mixture of discrete or continuous variables (Hastie et al., 2009).

Themost familiar classifiers in archaeological practice are logistic regression and discriminant func-

tion analysis, but neither is competitive with contemporary “ensemble” methods which combine

many classifier rules into a single prediction. In such models, combining predictors can both reduce

the variance of prediction (e.g., bagging added to traditional classifiers and random forests), and

reduce bias. Some classifiers, like boosted trees, can do both.

Since the Bayes error rate of comparing two complex transmission models is not something we

can calculate or even estimate, we must approximate it using the best performing classifier model

available. A very general result in statistical decision theory (called, appropriately, the “No Free

⁷All data and analyses for this study are available as part of a Github repository, although large data files are kept
on Amazon S3 for long-term storage. See https://github.com/mmadsen/experiment-ctmixtures for details. The
published analysis described here is the “equifinality-4” data set.
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Lunch” theorems) guarantee that there is no single prediction model that can achieve the best result

with every data set and problem (Wolpert, 2002; Wolpert and Macready, 1997). Thus, I took a com-

promise approach, selecting several algorithms that are known to have excellent performance across

a range of data sets, and then performing a pilot study using the four transmissionmodels previously

described. A recent study compared 179 classifier algorithms on 121 different data sets (representing

the entire UC Irvine Machine Learning Database), and found that random forests (Breiman, 2001),

support vector machines, and gradient boosted classifiers performed the best (Hastie et al., 2009).

Additionally, some ensemble methods (random forests and gradient boosted classifiers) provide in-

formation on variable importance as an integral part of the algorithm. Since understanding which of

our 23 variables are useful for separating transmission models is an important aspect of this study, I

evaluated random forests against gradient boosted classification trees using small simulated samples

from each transmission model.⁸ Gradient boosted models outperformed random forests on these

simulated data, are comparable in computational costs, and are used for all further results in this

paper.

Gradient boosted classification operates by repeatedly fitting a set of decision trees to the data

(Natekin and Knoll, 2013; Hastie et al., 2009). In each round, decision trees are fit to the training

data, and individual data points scored as errors or successful predictions. Subsequent trees are fitted

bymodifying the trees in the direction thatminimizes the residual error. This is equivalent to finding

the gradient of the loss function in the space of possible classifier functions, hence the name of the

method. The impact of each gradient step is smoothed by including a “shrinkage” factor. Finally,

the gradient steps are “boosted” to weight data points by the success in prediction, such that data

points that are frequently misclassified become targeted by the algorithm until they can be correctly

predicted (Freund, 1995; Freund et al., 1999; Schapire and Freund, 2012). After a specified number

⁸The data for this initial comparison are available in the https://github.com/mmadsen/experiment-ctmixtures
repository under the experiment name “equifinality-2”.
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of iterations, the class or label membership of each data point is obtained by having each gradient

step classifier tree “vote” for class membership, and the final answer is themajority vote. This class of

models can also be visualized as repeated refitting of residuals until error is minimized (Friedman,

2001). This combination of boosting and iterative function search is very powerful, and gradient

boosted models regularly achieve top accuracy in benchmark studies.

In this study, I employ the R package (gbm) for gradient boosted classification (Ridgeway, 1999),

with the binomial deviance log(1+ exp(−2yŷ)) as our loss function, where y is the truemodel for a

data point, and ŷ is the classifier model’s prediction. Binomial deviance approximates the “zero-one”

loss function with one which is differentiable, which is needed for a gradient descent method. The

tuning parameters for this study (number of boosting iterations, depth of classification trees) were

selected using 5 rounds of repeated 10-fold cross-validation on the training data (Kim, 2009; Kuhn

and Johnson, 2013).

The full data set of simulation samples, after data collection treatments, was split into two chunks.

80%of the datawere used to train the classifiermodel, and 20%were held back to provide anunbiased

evaluation of classifier performance. For each comparison ofmodels reported, the training datawere

thus fitted 50 times across different values of the tuning parameters (number of boosting iterations,

and depth of decision trees), and the best performing parameters chosen from the repeated cross-

validation sets. The final model is then constructed using the entire training set and the optimal

parameter values. All classifier tuning, final model fitting, and test error evaluation was performed

using Max Kuhn’s superb caret package for R (Kuhn, 2008; Kuhn and Johnson, 2013). The final

results reported are those achieved on the 20% of data points held out for evaluation.
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3.3.7 Classification Error and Equifinality Assessment

The basic data for assessing the quality of a classifier model is the confusion matrix, which compares

classification successes and errors for a data set. A hypothetical example is given in Table 3.5. The

most basic measure of classification quality is the accuracy, or the ratio of correct predictions to the

total number of data points. In the confusionmatrix, this is the ratio of the sum of diagonal elements

to the sumof off-diagonal elements. In the example given inTable 3.5, the classifier is 82.5% accurate.

We often also use the misclassification rate, which is simply 1− accuracy.

Actual Model:
Predicted Model 1 Model 2
Model 1 9000 2500
Model 2 1000 7500

Table 3.5: Example confusionmatrix. Columns correspond to the actual model for data points, rows
correspond to predictions from a classification model. Bold numbers on the diagonal correspond to
correct predictions, the off diagonal elements correspond to classification errors.

When the classes being predicted are not balanced, and especially if there are a small number of

one class compared to another, a better statistic is Cohen’s “kappa” (Kuhn and Johnson, 2013), which

compares observed accuracy towhat onewould expect purely fromchance, given themarginal totals:

κ =
O− E
1− E (3.3)

where O is the observed accuracy, and E is the expected accuracy due to chance given the ratio

of classes in the marginal totals of the confusion matrix. Kappa ranges from−1 to +1, with 0 indi-

cating no agreement between predictions and the real class memberships. High values indicate good

agreement, while values below 0.5 and especially less than 0.2 indicate very poor predictive ability

(Altman, 1991). In the present context, a classifier comparison (for example, biased versus neutral

models with no sampling or time averaging) that yield a high kappa value are strong evidence that
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no equifinality exists between the two situations, since the classifier is highly accurate. Low kappa

values are evidence that despite strong statistical methods and many variables to choose from, we

cannot distinguish between models, and thus the models may be equifinal.

3.4 Results

From the four models listed in Table 3.1, I examine three comparisons. The first comparison ad-

dresses our general capability to distinguished unbiased (or neutral) cultural transmission from

samples drawn from populations with mixtures of both conformist and anti-conformist propensi-

ties. The second examines our ability to distinguish between an unbiased population, and a popula-

tion comprised of a majority of conformists, with 30% anti-conformists, to create a mixture of social

learning modes. The third compares an unbiased population with a majority of anti-conformists,

with 30% conformists, to produce the opposite configuration.

For each of the three comparisons, the Cohen’s kappa scores were calculated two ways: with

all predictive variables (including the class variables measured on intersections of attributes from

the 4 different loci), and for classifiers built only with per-locus variables (i.e., where we look only at

what would be single attributes rather thanmore complex archaeological classes or culture-historical

types.

3.4.1 Classification Error and Equifinality Results

In this section I outline the results from the three model comparisons described above, across all 9

data collection treatments. Figure 3.4 depicts Cohen’s kappa results for the classifier trained with all

predictor variables, including those from per-locus trait counts, and those from intersecting all four

loci into “classes” that mimic the way paradigmatic classifications are constructed to build archaeo-
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Figure 3.4: Cohen’s kappa values for model comparisons, using a classifier trained on all predic-
tors including per-locus and “classes” built from intersecting loci and then counting frequencies.
Top panel provides results for comparing a neutral, unbiased population and a balanced mixture
of conformist and anti-conformists. The middle panel provides results for unbiased compared to
a population dominated by anti-conformists. The bottom panel depicts results for unbiased com-
pared toa population dominated by conformists. Each panel presents results for the 9 data collection
treatments analyzed.
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Figure 3.5: Cohen’s kappa values for model comparisons, using a classifier trained only on predictor
variables derived from per-locus trait counts. Top panel provides results for comparing a neutral,
unbiased population and a balanced mixture of conformist and anti-conformists. The middle panel
provides results for unbiased compared to a population dominated by anti-conformists. The bottom
panel depicts results for unbiased compared toa population dominated by conformists. Each panel
presents results for the 9 data collection treatments analyzed.
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logical types (Dunnell, 1971). Figure 3.5 provides the Cohen’s kappa results for the classifier trained

only on predictor values derived from per-locus trait counts.

What is strongly apparent, however, is population-level, coarse grained data can reliably distin-

guish between a population of unbiased copiers and various mixtures of individuals with differing

propensities for conformism and anti-conformism. Using multiple variables in a classifier model

creates sufficient discriminatory power that we can distinguish these models reliably, even in a bal-

anced mixture with equal numbers of conformists and anti-conformists. The effects do not, appar-

ently, “cancel out.”

This ability to distinguish models, however, is only apparent where we can census the entire

population (or, presumably take very large samples), and where there is no time averaging. We

should, in other words, expect to be able to identify pure andmixedmodels of social learningmodes

in situations where we can obtain synchronic samples, and capture enough of the population that

we can accurately capture all of the variation present. This is possible in experimental contexts,

and in many contemporary data sets that represent data on whole populations. That’s good news

for researchers seeking to use microevolutionary models to study social psychological phenomena

related to social learning in contemporary contexts.

Even more strongly apparent, however, is that accuracy rapidly declines as sample fraction de-

creases and as time averaging increases. As one might expect, larger samples offer more accurate

predictions than smaller samples. Within the larger, 20% sample, when cross-tabulated class and

per-locus predictors are included, accuracy is highest with the smallest amount of time averaging

(10 generations), and decreases as time averaging increases. When we remove cross-tabulated class

predictors, and simply look at per-locus variables, this clean pattern is not apparent, and accuracy

is not a function of time averaging duration. Furthermore, for the smaller 10% sample with all vari-

ables included, accuracy is not a function of time averaging duration. In these cases, Cohen’s kappa
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values are between 0.2 and 0.3, indicative of a very poor classification model with very little predic-

tive power.

While sample size is partially addressable in data collection, the degree to which archaeological

deposits are aggregated over some window of time is often not alterable in research design. There

is equifinality here which we simply cannot avoid in most archaeological cases, which renders our

ability to distinguish between realistic mixtures of social learning modes and unbiased copying un-

reliable at best, and impossible at worst.

3.4.2 Which Predictor Variables Help Discriminate Models?

Since there is some predictive power here, particularly using population census information, it is im-

portant to understandwhich variables were providing that discriminatory power. Gradient boosting

algorithms allow measurement of how much each predictor variable contributes to a classification

model. The importance of a variable is assessed over the iterations of tree construction by estimat-

ing the relative improvement in training set misclassification error from adding the variable to the

model. The importance values are usually scaled such that the most important variable has a score

of 100, and variables with smaller importance values are less important to classification power.

In general the pattern is the same across comparisons, so I illustrate variable importance by

examining the comparison between unbiased copiers, and the population composed of a balanced

mixture of conformists and anti-conformists. Table 3.6 gives the relative importance of predictor

variables when the classifier includes classes created by intersecting the 4 loci with individual traits.

Most classificatory power in this comparison comes from the richness in the cross-tabulated

classes. In general, richness (whether class or per-locus) dominated all of the classifiermodels, which

is not surprising given the central role of the amount of variation in mathematical treatments of

the Wright-Fisher and Moran models (Ewens, 2004). The second variable in importance in this
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comparison is the p-value for a Slatkin’s “exact” test, which determines the probability that a given

set of class frequencies come from the Ewens Sampling Distribution (Slatkin, 1994). The Shannon

entropy, a measure of evenness in frequency (in this case averaged across loci) provides about half

as much predictive power as richness. Interestingly the Kandler-Shennan survival time, averaged

across the 4 loci, offers significant discriminatory power, suggesting that the method used here for

simulating it along with time averaging is a fruitful avenue for additional research. Beyond this,

the predictors have increasingly little power, likely because we have multiple variants on evenness

measures in the full list of summary statistics, and their results are collinear with other variables.

Importance Predictor Variable
100.00 Cross-Tabulated Class Richness
85.49 Slatkin Exact for Classes
47.12 Shannon Entropy (Mean for Locus)
24.12 Kandler-Shennan Trait Survival (Mean for Locus)
18.88 IQV Diversity (Mean for Locus)
10.85 Shannon Entropy for Classes

Table 3.6: Relative importance of predictor variables for population census data, in the comparison
between unbiased transmission and a balanced mixture of pro- and anti-conformists. The most
important variable is (by convention) scaled to 100, and the values indicate the ratio of variable
importance to the variable which is most effective at classifying data points. Only values greater
than 10 are shown. The remainder of the predictor variables are 1/100th as effective as class richness
or less.

3.4.3 Time Averaging Makes Identification of Bias More Likely

As shown in these results and previous studies (Madsen, 2012; Porčić, 2014; Premo, 2014), the tem-

poral aggregation we encounter in archaeological data is a significant barrier to discriminating be-

tween theoretical models of cultural transmission. Equifinality increases as the amount of time aver-

aging represented in a data set increases. But this is not the whole story. Time averaging, combined

97



3. Can We Identify Biased Cultural Transmission in the Archaeological Record?

with sampling effects, do not simply make our classifiers worse in a random manner. Instead, there

is substantial bias in the pattern of classification (and thus model identification) errors.

We can see this clearly by examining two confusion matrices from the comparison between un-

biased and a balanced mixture of social learning biases. Table 3.7 shows the pattern of correct and

incorrect predictions for the population census with no time averaging treatment. In the confusion

matrix, the rows depict the predicted data generating model, and the columns provide the true data

generatingmodel. Thus, in the row “biased”, the first column are correct predictions that data points

came from the mixture of biases model, while the second column are incorrect predictions that the

data points arose from a model of bias, when the data points in fact arose from unbiased copying.

Even in the population census treatment, there is a slight tendency for prediction errors to be

unbalanced. It is more likely to misidentify a data point arising from unbiased copying as coming

from a mixture of biased copiers than it is to make the opposite error. In other words, we over-

identify bias, even with complete data, by about 30

Table 3.8 shows the pattern of errors for the same comparison, but with 20% sample fraction and

time averaging duration of 50 steps. This is not the worst treatment for accuracy by far, but note that

the pattern of errors has become significantly more asymmetric. With this data collection treatment

2.7 times more likely that we will make an error favoring an identification as transmission bias than

that we will misidentify bias as neutrality.

By looking at the ratio of the right column in each confusion matrix, across all data collection

treatments, we can see how the magnitude of this asymmetric preference for identification of bias

scales with sample size and duration of time averaging (Table 3.9). The smaller our samples are from

the original population, and the more temporal aggregation in our assemblages, the more likely we

are to “see” biased cultural transmission, evenwith combinations of summary statistics and powerful

classifier models.
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3.5 Discussion

The central aim in this study has been to examine whether realistic mixtures of social learning strate-

gies present fundamental equifinalities that were impossible to distinguish using population level

summary data. The results demonstrate that mixtures of biased social learning strategies do not

“cancel out” sufficiently tomask their statistical signatures—when you have enough data, synchronic

observations, and use several summary statistics in combination.

However, when time averaging is present, and especially with small sample sizes, our ability to

discriminate between theoretical models essentially disappears. Equifinality is omnipresent. Even

worse, the results indicate that our ability to distinguish between models does not degrade symmet-

rically. In the presence of time averaging and with small samples, we are several times more likely

to identify data points as arising from transmission bias than we are when we have synchronic and

more complete data.

Archaeologists engaged in the study of microevolutionary cultural transmission models should

employ a healthy skepticism about the enterprise of fitting artifact class frequency data to models.

Even with diachronic methods such as trait survival (Kandler and Shennan, 2013), multiple sum-

mary statistics, and powerful analytic methods, there is little evidence that we can distinguish these

models with simulated data. And that should give us great pause in thinking that our conclusions

from analyzing archaeological samples are sound. It is time to evaluate whether the application of

microevolutionary models in archaeology is a fruitful enterprise, or whether our time is better spent

deriving models which are robust in the face of time averaging—even if those models address larger

scale questions instead of the social psychological questions involved in most dual inheritance the-

ory.

It is certainly true that evolutionary change is ultimately caused by individual variation and how

that variation affects success. In a sense, all evolutionary change is “caused” by that individual level
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variation; patterns and processes we observe at larger spatiotemporal scales and taxonomic levels

are “upper level effects” of individual level variation (Walsh, 2019). This does not make population,

regional, and taxonomic level patterning in evolutionary history mere “epiphenomena.” Far from

it. The structure and history of populations and their environments provide the fitness landscapes

which shape and sort variation among individuals. Archaeology is uniquely placed not just to doc-

ument variation at larger scales, but to study processes that are only operative at scales larger than

individuals and single populations.

We do not have a complete catalog of evolutionary processes that can only be studied above the

level of single populations, but there are numerous examples. Variation in traits which affect disper-

sal lead to phenotypic variation among populations depending upon their migration and dispersal

characteristics, an effect that Shine et al. (2011) refer to as “spatial sorting.” We can and should expect

such differences to be evidence at archaeological scales when we compare sedentary versus mobile

communities in the archaeological record, for example. Niche construction often occurs over evolu-

tionary time (Laland et al., 2000; Odling-Smee et al., 2003; Odling-Smee, 2007), including all kinds

of coevolutionary relationships such as domestication (Rindos, 1984). All of these processes require

the time depth inherent in the archaeological record for proper study and explanation. Large scale

population structure—patterns in interaction between communities, is something we can document

at mesoscopic and macroevolutionary scales, and is part of what we mean when we discuss “social

complexity.” Building models for these kinds of processes requires tools for creating diachronic

models and fitting them to coarse grained, time averaged data. In the following chapters, I turn to

several methods for creating such models and evaluating equifinality among them.
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biased neutral
biased 14898 132
neutral 102 4868

Table 3.7: Confusion matrix for comparison of unbiased versus mixed bias models, for the data
treatment with population census of trait frequencies and no time averaging.

biased neutral
biased 13926 2724
neutral 1074 2276

Table 3.8: Confusion matrix for comparison of unbiased versus mixed bias models, for the data
treatment with 20% sampling fraction and 50 steps for time averaging duration.

Data Collection Treatment % of Unbiased Data Points Misclassified as Biased
Population Census 2.6
Per-Locus Population Census 3.4
Sample Size: 20 Duration: 10 49.1
Sample Size: 20 Duration: 25 49.5
Per-Locus Sample Size: 20 Duration: 25 49.7
Per-Locus Sample Size: 20 Duration: 10 50.1
Per-Locus Sample Size: 20 Duration: 50 54.4
Sample Size: 20 Duration: 50 54.5
Sample Size: 20 Duration: 100 57.6
Per-Locus Sample Size: 20 Duration: 100 58.1
All Sample Sizes and TA Durations 68.0
Per-Locus Sample Size: 10 Duration: 25 73.5
Sample Size: 10 Duration: 25 73.6
Sample Size: 10 Duration: 50 73.7
Per-Locus Sample Size: 10 Duration: 10 73.8
Per-Locus Sample Size: 10 Duration: 100 74.0
Per-Locus Sample Size: 10 Duration: 50 74.1
Sample Size: 10 Duration: 100 74.4
Sample Size: 10 Duration: 10 74.7

Table 3.9: Percentage of data points from the unbiased transmission model that are falsely identified
as arising from a biased model.
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CHAPTER 4

Combinatorial Structure of the Deterministic

Seriation Method with Multiple Subset Solutions

Abstract Seriation methods order a set of descriptions given some criterion (e.g., unimodality or

minimum distance between similarity scores). Seriation is thus inherently a problem of finding the

optimal solution among a set of permutations of objects. In this short technical note, we review the

combinatorial structure of the classical seriation problem, which seeks a single solution out of a set

of objects. We then extend those results to the iterative frequency seriation approach introduced by

Lipo et al. (1997), which finds optimal subsets of objects which each satisfy the unimodality criterion

within each subset. The number of possible solutions across multiple solution subsets is larger than

n!, which underscores the need to find new algorithms and heuristics to assist in the deterministic

frequency seriation problem.

Source Posted toArxiv.org (https://arxiv.org/abs/1412.6060), inDecember 2014. Co-authored

with Carl P. Lipo.
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4. Combinatorial Structure of the Deterministic Seriation Method with Multiple Subset
Solutions

4.1 Single Seriation Combinatorics

Seriation, whether employing class frequencies or simple occurrence to order assemblages, yields

solutions which are permutations of the set of assemblages. Because we cannot determine the “po-

larity” of a seriation solution—which ends represent early and late—from the class data alone, a

unique seriation solution is thus formally a pair of mirror-image permutations:

{a, d, b, c, e} ≡ {e, c, b, d, a} (4.1)

This means that a set of n assemblages can yield n!/2 distinct solutions, regardless of whether

solutions are composed of ordered similarity matrices or“Fordian” frequency curves. With small

numbers of assemblages, enumeration and testing of all possible solutions is easy, even without par-

allel testing across many processors. The ability to test solutions by enumeration quickly breaks

down with only a modest number of assemblages. Table 4.1 gives the number of unique solutions

for selected problem sizes between 4 and 100 assemblages, and estimates of processing time to enu-

merate and test all solutions, assuming a cluster of 64 cores, and 5× 10−4 seconds per solution test.1

With 10 assemblages, we can test all solutions quickly enough that even a serial algorithm on a single

core will be adequate to find the global best solution in amatter of hours, with parallelism improving

this to real time responses.

A typical characteristic of many combinatorial algorithms is that small changes in problem size

can havemassive changes in processing time. 13 assemblageswill turn out to be the practical limit for

direct enumeration, even given parallel processing with circa-2012 technology, with total processing

time of nearly 3 days running 64 cores at full capacity.2 Problems involving 14 and 15 assemblages
1These assumptions concerning per-trial processing time and parallelism are arbitrary but within reach of social sci-

entists given Amazon’s EC2 cloud computing infrastructure, without requiring formal “supercomputer” access. Modi-
fication by a factor of 10 has little effect on the results, perhaps shifting feasibility upward slightly before combinatorial
explosion occurs.

2Realistically, almost nobody would contemplate doing this, given the expense of the computing time relative to the
value of guaranteeing the optimal solution, but the hypothetical example demonstrates that such solutions are feasible.
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4.2. Deterministic Seriation with Multiple Solution Groups

N Seriation Solutions Seconds Years
4 12 9.4e-05 3e-12
6 3.6e+02 0.0028 8.9e-11
8 2e+04 0.16 5e-09
10 1.8e+06 14 4.5e-07
12 2.4e+08 1.9e+03 5.9e-05
13 3.1e+09 2.4e+04 0.00077
14 4.4e+10 3.4e+05 0.011
15 6.5e+11 5.1e+06 0.16
16 1e+13 8.2e+07 2.6
20 1.2e+18 9.5e+12 3e+05
40 4.1e+47 3.2e+42 1e+35
60 4.2e+81 3.3e+76 1e+69
80 3.6e+118 2.8e+113 8.9e+105
100 4.7e+157 3.6e+152 1.2e+145

Table 4.1: Number of unique seriation solutions and parallel processing time for sets of assemblages
4 < n < 100, testing solutions across 64 cores, assuming 5ms per trial

reach the point where large clusters require more than a month and 19 months respectively, to solve.

Beyond 15 assemblages, a “combinatorial explosion” sets in, with 20 assemblages requiring more

than 3 million years, before solution times quickly exceed the lifetime of the universe.

In short, top-down enumerative methods are feasible for small sets of assemblages, and given

widespread availability of multiple core computers, seriation packages should employ enumeration

for small problems, or to build and test smaller parts of larger seriation solutions.

4.2 Deterministic Seriation with Multiple Solution Groups

In an earlier paper (Lipo et al., 1997), we introduced an iterative method for finding determin-

istic solutions to the frequency seriation problem by partitioning assemblages into subsets, each

of which meets the unimodal ordering principle, within tolerance limits governed by sample size.

Lipo (2001b) extended and refined the method in his dissertation research. Our initial work on
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Figure 4.1: Example of a deterministic frequency seriation with assemblages partitioned into multi-
ple subsets or solution groups. From Lipo (2001b), Figure 4.4.

the method employed a combination of automated calculations (e.g., bootstrap significance tests for

pairwise orderings), and manual sorting of assemblages into groups and specific positions (using an

Excel macro package available at http://lipolab.org/seriation.html). Figure 4.1 is an example

of seriation withmultiple solution groups, from Lipo’s dissertation research in the LowerMississippi

Valley.

Our initial work suggests assemblages seriate together into groups reflecting variation in the

intensity of cultural transmission among assemblages, over their duration of accumulation. In most

cases, solution groups tend to be spatiotemporally compact, and form clusters when mapped on the

landscape, although long-distance connections between past communities can also yield patterns

which are more complex and less cohensive when mapped. Madsen’s dissertation research is aimed

at tying the properties seriation solution groups to their causes in regional patterns of interaction
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4.2. Deterministic Seriation with Multiple Solution Groups

and the dynamics of specific cultural transmission models.

# of Solution Groups (m) 20 40 60
3 5.8e+08 2e+18 7.1e+27
4 4.5e+10 5e+22 5.5e+34
6 4.3e+12 1.8e+28 6.8e+43
8 1.5e+13 3.2e+31 3.8e+49
10 5.9e+12 2.4e+33 2.7e+53
15 2.9e+34 2.2e+58
20 1.6e+32 1.7e+59
25 3.7e+57
30 9.6e+53

Table 4.2: Number of ways to form m subsets (seriation solutions) from 20, 40, and 60 assemblages

In this section, the goal is to understand the complexity of themultiple seriation groups problem,

constructing reasonable upper bounds for a given problem size, even if some problems encountered

in real analyses do not approach the worst case. From a combinatorial standpoint, seriation with

multiple solution groups has the following structure. We begin with n assemblages in total, and seek

a solution or solutions whereby we end up with m solution groups, where m < n. Each solution

must have at least one assemblage, and in practice will often have 3 or more (singletons may indicate

assemblages which simply do not “fit” with anything else in the data set). The number of ways that

n objects can be partitioned into m non-empty subsets (or solution groups) is given by the Stirling

numbers of the second kind, which are given by the recursion equation:{
n
m

}
= m

{
n− 1
m

}
+

{
n− 1
m− 1

}
(4.2)

Table 4.2 gives the number of ways to form a specific number of subsets (or seriation solution groups)

from sets of assemblages ranging from 20 to 60. Each column runs from 3 solution groups to half of

the number of assemblages, since the number of possible subsets is maximized just before n/2 and

declines thereafter (Figure 4.2).
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Figure 4.2: Number of Unique Solution Sets for 40 Assemblages When Partitioned Intom Solution
Groups

We can immediately see that there are an enormous number of possible subsets for any assem-

blage size. There are fewer subsets, of course, than complete permutations of the set of assemblages

since subsets are unordered (i.e., {nm} < n! for allm). However, in the multiple seriation group

problem, the problem size is larger than the corresponding Stirling number because we do not know

in advance how many groups (subsets) a set of assemblages will seriate into. Thus, the total number

of unique subsets which might contain the optimal solution is the total of the number of subsets,

across all subset sizes:
n

∑
i=1

{
n
i

}
(4.3)

This result is still smaller than the total permutations for a set ofn assemblages. For example, given 40

assemblages, n! = 8.159× 1047, whereas the total from Equation 4.3 for 40 assemblages is 1.575×

1035.
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Another factor to consider is that each of these unique subsets resulting from a partition of n

assemblages into seriation groups is still unordered. For example, if we partition 10 assemblages

into 3 solution groups, there are 9330 unique ways of assigning the 10 assemblages to the 3 solution

groups. Each groupwithin a partitionwill have nimembers, where ∑ ni = n. The number of unique

seriations for each of the 3 solution groups is ni!/2, but we cannot assume that solution groups will

have a balanced or equal number of assemblages (as Figure 4.1 does). Partitions such as:

{1, 2, 3, 4, 5, 6}{7, 8}{9, 10}

are common in seriating real assemblages (Lipo, 2001b).

Since the factorial function grows so quickly, the computational cost of determining the correct

permutation within a given seriation solution group is controlled by the size of the largest subset,

especially if the other subsets are relatively small, as in the previous example. At worst, for a solu-

tion set withm solution groups,m− 1 solution groups will contain 1 assemblage each, and the last

solution group will consist of the remaining n−m− 1 assemblages. This means, of course, that the

worst case would involve consideration of on the order of (n−m− 1)! permutations within each

solution group, for each of the subsets given by Equation 4.3. This yields:

n

∑
m=1

{
n
m

}
(n−m− 1)! (4.4)

Table 4.3 gives the total number of possible solutions for assemblages ranging from 4 to 100, where

solutions may fall into multiple seriation groups of any size.

4.3 Discussion

Clearly, in the worst case, the combinatorial complexity of the multiple seriation groups problem

is much worse than even the straight factorial case involved in single solution permutations. The
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N Total Solutions Seconds Years
4 15 0.00012 3.7e-12
6 4.7e+02 0.0037 1.2e-10
8 5.2e+04 0.4 1.3e-08
10 1.5e+07 1.1e+02 3.6e-06
12 8.5e+09 6.6e+04 0.0021
13 2.6e+11 2e+06 0.064
14 8.9e+12 7e+07 2.2
15 3.5e+14 2.8e+09 87
16 1.6e+16 1.2e+11 3.9e+03
20 1.7e+23 1.3e+18 4.2e+10
40 9e+65 7e+60 2.2e+53
60 5.1e+116 4e+111 1.3e+104
80 5.1e+172 4e+167 1.3e+160
100 4.4e+232 3.4e+227 1.1e+220

Table 4.3: Number of total solutions with multiple seriation groups and processing time for sets of
assemblages 4 < n < 100, testing solutions across 64 cores

feasibility of parallelized enumerative methods still explodes after 13 assemblages, but much more

steeply. The goal of a new algorithm for deterministic multiple group seriations is, therefore, to em-

ploy heuristics to drastically reduce the size of the solution space. Vast amounts of the solution space

involve partial orders which violate unimodality, but of course we cannot easily identify those re-

gions of solution space a priori without testing possibilities. But given small partial solutions which

domeet the seriationmodel, we can easily test solutions which are “adjacent” to the partial solutions,

suggesting that agglomerative heuristics may be the best approach to finding a computationally fea-

sible method.
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CHAPTER 5

Measuring Cultural Relatedness Using Multiple

Seriation Ordering Algorithms

Abstract Seriation is a long-standing archaeological method for relative dating that has proven

effective in probing regional-scale patterns of inheritance, social networks, and cultural contact in

their full spatiotemporal context. The orderings produced by seriation are produced by the conti-

nuity of class distributions and unimodality of class frequencies, properties that are related to social

learning and transmissionmodels studied by evolutionary archaeologists. Linking seriation to social

learning and transmission enables one to consider ordering principles beyond the classic unimodal

curve. Unimodality is a highly visible property that can be used to probe and measure the rela-

tionships between assemblages, and it was especially useful when seriation was accomplished with

simple algorithms and manual effort. With modern algorithms and computing power, multiple or-

dering principles can be employed to better understand the spatiotemporal relations between assem-

blages. Ultimately, the expansion of seriation to additional ordering algorithms allows us an ability

to more thoroughly explore underlying models of cultural contact, social networks, and modes of
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5. Measuring Cultural Relatedness Using Multiple Seriation Ordering Algorithms

social learning. In this paper, we review our progress to date in extending seriation to multiple or-

dering algorithms, with examples from Eastern North America and Oceania.

Source Submission to Electronic Symposium, “Evolutionary Archaeologies: New Approaches,

Methods, And Empirical Sufficiency” at the Society for American Archaeology conference, April

2016 Co-authored with Carl P. Lipo.

5.1 Introduction

Seriation is a set of methods that uses patterns in the occurrence or abundance of historical classes

to construct an ordering among otherwise unordered assemblages or objects (Dunnell, 1970). Its

early 20th century developers built seriation as a relative dating method and orders constructed by

seriation were intended to be chronological (O’Brien and Lyman, 2000, 1998; Lyman and O’Brien,

2006b; O’Brien and Lyman, 1999b; Lyman et al., 1997). While practitioners such as James Ford

(Ford, 1938; Phillips et al., 1951; Ford, 1935) noted that seriation techniques also create orderings

which incorporate the effects of spatial variation in addition to temporal change, the dominant use

of seriation in archaeology has been to build chronology.

As a chronological tool, seriation has been success in developing an understanding the large-

scale temporal structure of the archaeological record in the New World (Beals et al., 1945; Bluhm,

1951; Evans, 1955; Ford, 1949; Kidder, 1917; Mayer-Oakes, 1955; Meggers and Evans, 1957; Phillips

et al., 1951; Rouse, 1939; Smith, 1950). Despite this success, the method has largely been ignored

since the advent of radiocarbon dating given its primary association as a relative datingmethod. But

seriation is only a dating method in the sense that chronology is one possible inference that can be

obtained bymapping the spatiotemporal pattern of change in cultural variants. Other inferences are

possible, and in particular, there is a growing understanding that seriation is one of several methods
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for documenting the evolutionary history of past populations (Lipo et al., 1997; Lipo and Madsen,

2001; Lipo, 2001b,a, 2005; Lipo and Madsen, 1997; Lipo et al., 2015; Neiman, 1995; O’Brien and

Lyman, 1999b; Teltser, 1995).

Seriation is based on the notion that the frequencies of classes of artifacts reflect heritable con-

tinuity when it arises from information being passed between populations over time; that is, from

cultural transmission processes. Although the fact that seriation, in some sense, measures cultural

transmission has been implicit since the earliest discussions of the method (e.g., Kroeber, 1923), the

connection remained a common sense generalization until the mid 1990’s. Fraser Neiman (1990),

in his dissertation and later his seminal article (Neiman, 1995), noted that the unimodal patterns

that form the core of the traditional frequency seriation technique are regularly seen in the trajecto-

ries seen when simulating unbiased transmission. In order to make this connection both rigorous

and useful in empirical work, we began a research program aimed at exploring the connection be-

tween cultural transmission models and seriation methods (Lipo et al., 1997). Our investigation

into seriation has resulted in numerous publications, new seriation software algorithms, and many

conference papers (Lipo and Eerkens, 2008; Lipo and Madsen, 2001; Lipo, 2001a, 2005; Lipo and

Madsen, 1997; Lipo et al., 2015; Madsen and Lipo, 2014, 2015; Madsen et al., 2008; O’Brien et al.,

2015).

The core of the all seriation techniques are a set of “ordering principles” which describe how the

data points making up each assemblage or object are rearranged in order to achieve a valid seriation

solution. Traditionally, there are two principles: occurrence and frequency (Dunnell, 1970; Rouse,

1967; Whitlam, 1981). The “occurrence principle” states that a valid ordering leaves no temporal

gaps in the distribution of the historical classes used, and thus that temporal orders are continuous

(Dempsey and Baumhoff, 1963; Rowe, 1959). The “frequency” or “popularity” principle states that

in a valid ordering, the frequencies making up the continuous distribution of each historical type
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will be unimodal, possessing a single peak of “popularity” (Nelson, 1916).

Seriation

Deterministic

Frequency Occurrence

ProbabilisticProbabilistic Deterministic

Identity Similarity SimilarityIdentity Identity Similarity Identity Similarity

Figure 5.1: Dunnell (1981) defines seriation to be a set of methods which use historical classes to
chronologically order otherwise unordered archaeological assemblages and/or objects. Historical
classes are those which display more variability through time than through space. Occurrence se-
riation uses presence/absence data for each historical class from each assemblage (Kroeber, 1916;
Petrie, 1899). Frequency seriation uses ratio level abundance information for historical classes
(Spier, 1917; Ford, 1935, 1962). Frequency and occurrence seriation techniques can take the form
of deterministic algorithms that require an exact match with the unimodal model or probabilistic
algorithms that accept departures from an exact fit. Identity approaches employ raw data (whether
frequency or occurrence) to perform the ordering. Similarity approaches transform the raw data
into a non-unique coefficient (e.g., Brainerd Robinson, squared Euclidean distance); the coefficients
then form the basis for ordering.

Both the frequency and occurrence principle work to sort descriptions of assemblages through

time. The robustness of methods built on these principles is easily demonstrated by the continued

utility of the basic chronological frameworks erected by culture historians in the first half of the

20th century using seriation along with stratigraphy and marker types (Lyman et al., 1997). It is

intriguing to note, however, that the frequency principle remains an empirical generalization that

is only suggested by the generalized behavior of cultural transmission models. Unimodality is not a

necessary consequence. FromNeiman’s simulations (i.e., Neiman, 1995), one can see that the results

of cultural transmission are not strictly or necessarily unimodal. This possibility suggests to us that

seriation as a method requires further methodological development, especially if it is to be one of
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our major tools in tracing historical and heritable continuity in the archaeological record.1

In this paper, we explore an alternative to unimodality and the “popularity principle” that drives

classical frequency seriation: exact minimization of inter-assemblage distance metrics, or “continu-

ity” seriation. Although not a new principle, it was underappreciated especially prior to the contem-

porary explosion of computing power. We demonstrate that an exact form of distanceminimization,

in contrast to the statistical or approximate minimization associated with multidimensional scaling,

generates solutions that are usually identical to the application of unimodality to the same data. Fur-

thermore, using simulated data, we examine situations where frequency and continuity seriations

may differ in minor ways, without affecting the overall ordering of the data set. Although there is

still great value in the classical approach, the advantage of developing new seriation approaches is

that we can often apply distance minimization to classes and types which do not necessarily display

the classical unimodal form, which opens seriation to wider classes of data. In addition, distance

minimization can be formulated within large scale, parallel machine learning frameworks, and thus

made applicable to large data sets, increasing our ability to examine regional scale phenomena in ar-

chaeology, and making seriation useful for detailed analysis of contemporary data sets which dwarf

the sample sizes typically available to archaeologists.

5.2 Seriation and the Frequency Principle

Seriation, in the Americanist sense, was initially developed by Alfred Kroeber (Kroeber, 1916) in the

Southwest, based on his observations of changes in the relative abundance of forms of ceramic deco-

rations found on sherds located in assemblages near Zuni Pueblo. The primitive seriation proposed

by Kroeber was quickly amended by Leslie Spier, Alfred V. Kidder and Nels C. Nelson all of whom
1Cladistics and phylogenetic methods, especially those which take into account temporal differences in the samples

being studied (stratocladistics) and which are capable of yielding phylogenetic networks in addition to trees, are the
other major tools by which we can measure heritable and historical continuity.
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were conducting stratigraphic excavations in the American Southwest (Kidder, 1917; Nelson, 1916;

Spier, 1917). This group of researchers all noticed that when ceramics were described in a particular

way – called “stylistic” by Kidder (1917) – the temporal distribution of the types took the form of

“normal curves.” Using such types, it was apparent that a series of assemblages collected from the

surface or otherwise undated could be arranged in chronological order by rearranging them so that

all type distributions approximated “normal curves” simultaneously. The orders constructed in this

way could also be tested by finding stratified deposits and were found to be correct. The resulting

method then went on to dominate archaeological practice for much of the next 50 years (Lyman

et al., 1997).

As powerful as seriation proved to be, these early formulations were entirely intuitive and based

on the generalization that greater temporal differences between assemblages caused larger differ-

ences between frequencies of decorated types, and that properly constructed historical types dis-

played a clear pattern of change (Phillips et al., 1951, p. 220):

If our pottery types are successful measuring units for a continuous stream of chang-

ing cultural ideas, it follows that when the relative popularity of these types is graphed

through time, a more or less long, single-peak curve will usually result. Put in another

way, a type will first appear in very small percentages, will gradually increase to its max-

imum popularity, and then, as it is replaced by its succeeding type, will gradually de-

crease and disappear.

This compactly describes the “popularity principle,” originally articulated by Nelson (1916) and

Wissler (1916). A keyword in the above is “usually,” since not all types display the unimodal distribu-

tion described, even when the attributes chosen are explicitly stylistic and decorative. Types suitable

for frequency seriation were a subset of stylistic variation, comprising those which displayed spatial
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and temporal contiguity, a long enough duration that the types overlapped in their representation

among sites and assemblages, and thosewhose distribution through time displayed the characteristic

unimodal formwhich allowed the analyst to arrange them by eye. Culture historians alsominimized

the effect of chance and potential recurrence by insisting that the classes used for measurement were

constructed from multiple dimensions (Phillips et al., 1951; Lipo, 2001b). The overall process of

constructing and testing such types became known, after Krieger (1944), as applying the “test of

historical significance.”

5.2.1 Unimodality and Cultural Transmission Processes

In most cases (such as the above quote from Phillips, Ford, and Griffin), the popularity principle is

simply assumed to hold in culture-historical applications. It is clear that culture historians assumed

that what generates heritable continuity, and thus allows the tracing of chronological relations, is

cultural transmission. As Lyman (2008) documents in careful detail, early 20th century anthropol-

ogy and archaeology understood and discussed a variety of transmission processes informally, as

generating the patterns they studied, even if they used different terms and did not form quantitative

models for it. Rouse (1939), for example, explicitly discussed the diffusion of cultural traits, in terms

that we now recognize as a spatiotemporal model of transmission. Kroeber, the father of frequency

seriation, clearly understood the connection between his previous work and trait diffusion (Kroeber,

1937). Deetz and Dethlefsen (1965; 1971) noted the spatial dimension to trait diffusion. There are

many more examples (Lyman, 2008).

Interest in studying cultural transmission in an explicit way has a long history in archaeology.

Since the 1970s, archaeologists have worked with models of diffusion, with those models becoming

increasingly quantitative, statistical, and even explicitlymathematical (e.g., Ammerman andCavalli-

Sforza, 1971). Thesemodels of diffusion, however, tended to be deterministic, especially those stem-

117



5. Measuring Cultural Relatedness Using Multiple Seriation Ordering Algorithms

ming from the interdisciplinary literature on the diffusion of innovations (e.g., Rogers, 2003). Deter-

ministic models, however, ignore the essential historically contingent pathways of culture transmis-

sion that produce the patterns noted by culture historians as historically significant. More recently

archaeologists have become interested in developing models for individual social learning events

(see discussion in Chapter 3.

It was not until archaeologists began working with stochastic models of cultural transmission,

however, that we could easily visualize the sheer variety of patterns that cultural transmission pro-

cesses can, and do, generate. Stochastic models of transmission allow us to easily explore the precise

conditions under which unimodal distributions occur in type frequencies, what classification meth-

ods tend to produce it, and what dimensions of variation combine to produce mostly unimodal

behavior.

Dunnell’s (1978) exposition of style as neutral variation was one key step in the adoption of

stochastic models of drift from population genetics as the main tool for exploring cultural trans-

mission dynamics. Neiman (1995) took this step substantially further when he simulated drift in

cultural variants as an unbiased transmission process, as shown in Figure 5.2. Immediately apparent

is the fact that some variants do display unimodal patterns, but most variants are multimodal or

display violations of unimodality at small scales even if the macroscopic shape seems to conform to

the popularity principle.

Figure 5.2 shows that there is nothing necessary about unimodality given cultural transmission.

Instead, culture-historical classifications and typologies were constructed such that they produced

compact spatiotemporal distributions and generally followed unimodal histories. This is precisely

what Krieger’s (1944) “test of historical significance” yields when applied to a candidate typology.

This is accomplished by ensuring that types are composed of multiple dimensions of variation which

co-occur on artifacts identified to that type. Each dimension of variation (e.g., surface treatment)
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Figure 5.2: Neiman’s simulation of drift in cultural variant frequencies under unbiased cultural
transmission (reproduction of Figure 2a from Neiman 1995.)

may have complex histories, like those seen in Figure 5.2, but when we combine several dimensions

into a class, the history of the co-occurrence of each combination of attributes becomes smoother

and more localized in time and space. This process of class construction necessarily results in a

more compact spatiotemporal distribution for the class than for any of its constituent attributes.

Unimodality further arises from the constructed classes by examining their relative frequency

over time, expressed in percentages or fractions, which sum to 100% or 1.0. The latter constraint,

which causes some combinations to be relatively less numerous when others increase in prevalence,

smooths the more complex variation of individual attributes into the histories of “popularity” that

early twentieth century anthropologists noted (e.g., Nelson, 1916; Wissler, 1916).

Taken together, these factors seem to explain why the intuitive construction of historical types,

from the continuous flow of the products of cultural transmission processes, worked to produce

chronology through application of the common-sense popularity principle, and why not all artifact

classes constructed from otherwise “stylistic” dimensions of variation, are suitable for frequency se-
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riation using unimodality as the ordering criterion. From the perspective of culture historians, uni-

modality was a sufficient criteria for recognizing patterns that were likely chronological from those

that were likely not. While focusing on only those classes that produced unimodal distributions

in class frequencies might have ignored other potentially historical significant classes, without any

other means of identifying chronological patterns, culture historians were satisfied with the subset

that worked.

5.2.2 Continuity: An Alternative to Unimodality

There are several reasonswhywe should explore alternatives to unimodality as an ordering algorithm

for frequency seriation. First, from a performance perspective, searching for unimodal orders is

computationally expensive, even for relatively small data sets (Madsen and Lipo, 2014). Even with

the iterative, agglomerative method that we introduced recently (Lipo et al., 2015), the computation

time can grossly exceed computing capacity for data sets as small as 30. While 30 is a large number

of assemblages bymost archaeological standards especially when adequate sample size requirements

are met, it is a serious limitation. Without good techniques and ordering principles seriation may

not scale to much larger problems, and even be applicable to the flood of data seen in modern day

life.

Second, and more importantly from a theoretical perspective, it is important to be able to trace

heritable continuity even if does not display a particular type of temporal frequency distribution.

Using traditional type constructionmethods and the test of historical significance, culture historians

were able to find enough conforming types and classes to construct regional chronologies. The goal

of culture historians was to build chronologies using the most efficient means possible to do so, not

study combinations of trait transmission through time and space. Theuse of seriation as amethod for

tracing evolutionary relationships is amore demanding task than establishing rough chronology in a
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region. Thus, it is worth searching for additional ordering principles that may be useful for seriating

more classes of cultural variants. Specifically, there is strong relationship between the number of

classes in a seriation, and our ability to map differences across space and time. We need methods

that can evaluate arbitrary sets of classes to arrive at the most detailed understanding of cultural

transmission landscapes (see Chapter 6).

A theoretically sound ordering principle for seriation should be derivable from characteristics

of the underlying cultural transmission processes that we believe drive the spatiotemporal variation

seriation measures. Formal models of cultural transmission, such as those formulated by Boyd and

Richerson, Cavalli-Sforza and Feldman, and borrowed from population genetics (Boyd and Richer-

son, 1985; Cavalli-Sforza and Feldman, 1981; Neiman, 1995) provide a good starting place. Their

models incorporate stochastic autoregressive processes in which the probability distribution of out-

comes at a given time are dependent upon the outcomes from the immediate past. Mathematically,

then we can treat cultural transmission models as Markov processes, usually of first order (i.e., with-

out dependencies on states previous to the immediate past state). Such models are certainly capable

ofmaking large changes in state over short time intervals, but large jumps are rare compared to small

changes in state, especially in large populations. This is the reason why we (and culture historians)

often have an expectation that cultural transmission has a “gradual” character to it.

The probabilistic gradualism of change over small time periods in our cultural transmission pro-

cesses explains the “continuity” principle that is embedded in traditional forms of seriation. Con-

tinuity is strongly related to notions of continuous functions in mathematics: samples which origi-

nate close together in time, space, or both will be close in type frequency and the presence/absence

of types, especially compared to samples which are further apart. This continuity principle imme-

diately leads to considering ordering algorithms based upon minimizing a suitable distance metric,

with assemblages represented by points in a multidimensional space of type frequencies or counts.
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5.2.3 Statistical Seriation Methods

The earliest statistical techniques for seriation were also built upon using interassemblage distance

metrics. Brainerd (1951) andRobinson (1951) pioneered amethod for seriation based upon the sim-

ilarity between assemblages, measured as a scaled version of the Manhattan (or city-block) distance

between assemblage frequencies. When these scaled distances (which became known as Brainerd-

Robinson coefficients) are arranged in a matrix with the largest values nearest the diagonal and the

lowest values in the corners and away from the diagonal, the order of assemblages by row or col-

umn provides the seriation solution. In practice, most real data matrices cannot be put in perfect

Robinson form without violations from the assumptions of the seriation model.

Brainerd and Robinson’s pioneering work became the basis of large literature devoted to creat-

ing methods for matrix ordering in the face of the practical difficulties in coercing most data sets

into a linear ordering (e.g., Dempsey and Baumhoff, 1963; Kendall, 1963; Matthews, 1963; Bordaz

and Bordaz, 1970; Gardin, 1970; Kendall, 1970, 1971). As access to computers by researchers in

the social sciences increased, computerized algorithms for examining permutations quickly prolif-

erated (Ascher and Ascher, 1963; Craytor and Johnson, 1968; Kuzara et al., 1966). Kendall (1969)

and others attacked the ordering problem through the use of multidimensional scaling. For a de-

tailed review of the many variants on this type of probabilistic seriation solution through the late

1970s, see (Marquardt, 1978). Most recently correspondence analysis has been used with success

in determining probabilistic seriation orders, and even more importantly, quantifying the degree of

departure from the ideal seriation model (Smith and Neiman, 2005).

There have been calls to simplify the problem by directly minimizing inter-assemblage distance,

and thus the total “path length” of a candidate seriation solution. Kadane (1971) describes this ap-

proach, and it was adopted later by Shepardson (2006) in his construction of the “Optipath” seriation

algorithm, which has distance minimization at its core. We agree with Kadane and Shepardson and

122



5.2. Seriation and the Frequency Principle

explore the concept in the next section.

Where existing distance/similarity methods encounter a problem is the assumption that a se-

riation solution must be a single linear order. This assumption was made for two reasons. First,

seriations were seen as offering relative chronology, which a linear order idealized for the analyst.

Second, even though practitioners understood that there was spatial variation in the histories of

class frequencies, there was no feasible manual method for finding more complex multidimensional

solutions. The advent of digital and then personal computers solved the latter problem, opening up

the possibility of using all of the information at our disposal about space and time to discover the

multiple historical relationships present in our data.

In an earlier paper, we describe a seriation algorithm (iterative deterministic seriation solutions,

or IDSS) that finds all of the possible orders in a set of data that conform to an ordering principle,

andwhere those orders have overlap in assemblages (Lipo et al., 2015). Using this ordering principle,

IDSS constructs a graph with branches that recognizes that the best solutions may not be linear. In

probabilistic approaches to seriation such as MDS or correspondence analysis, departures from lin-

ear solutions have always been treated as “stress” or “error.” Practitioners usually recognize that such

departures arise from coercing data which naturally sit in a larger number of dimensions – because

of spatial variation and other factors – into a one-dimensional order. In essence, methods which

attempt to coerce a complex spatiotemporal pattern into a linear ordering tend to treat departures

from linearity as noise, which is then ignored.

But the departure from linearity is not “noise,” in the statistical sense. Especially if one accounts

for sampling error in constructing seriation orders (as we do in IDSS by using the bootstrap to con-

struct confidence intervals around the empirical frequencies), then departures from a linear order-

ing are signal, not noise. Such solutions reflect the fact that an assemblage at time T1, for example,

may be the closest match to two different assemblages at later times T2 and T3 for example, given
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slightly different areas of overlap in their type frequencies. This pattern can occur because the seri-

ation method is inherently spatiotemporal, instead of simply measuring time (as culture historians

have always known), and it can also reflect the splitting of populations into separate lineages or their

merger (see Chapter 6).

5.2.4 Exact Distance Minimization Ordering: “Continuity” Seriation

Instead of the “approximate” distance minimization algorithms employed in multidimensional scal-

ing, we explore exact solutions using our IDSS algorithm (Lipo et al., 2015). For simplicity in the

configuration of the software, we summarize our approach by calling it “continuity” seriation, to dis-

tinguish it from unimodal-based frequency seriation and to emphasize that we want solutions that

have the smoothest, most continuous transition of type frequencies when we consider pairs of as-

semblages. We achieve this by locally minimizing the inter-assemblage distance within the solution

graph, which automatically yields the minimum total “path length” for a seriation solution.

Our algorithm makes no use of the unimodality criterion, and produces equivalent results in

almost all cases, as we show in the next section. The algorithm currently employs the Euclidean

distance between assemblage counts or frequencies, although it can use any distance metric.2 The

Euclidean distance has the advantage of treating each class as equivalentmeasures, a property consis-

tent with the use of paradigmatic classification (sensu Dunnell, 1971) for generating measurement

classes. Given a table of inter-assemblage distance metrics, we first construct pairs of two-vertex

graphs which represent the “closest” assemblage for each assemblage in the data set (mirrored pairs

are filtered out since they are isomorphic). The edge weight given to each edge is the Euclidean dis-

tance between the assemblages represented by vertices. For each of theminimal graphs in this initial

set, we then find the assemblage with the shortest distance to each of the two ends, and continue iter-
2We might, for example, want to explore ultrametric distances for classifications which incorporate dependency

structure between traits, as described in Chapter 7 and Mesoudi and O’Brien (2008b)).
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ating. Crucially, if there are equal-distance options, both possible solutions are retained. The result

of this iteration is a collection of graphs which represent partial minimum-distance paths through

the set of assemblages. This collection of partial graphs are then overlaid to form a single solution

using a “minmax” approach as described in our paper on the IDSS algorithm in general (Lipo et al.,

2015).

The general approach is the same one we take to frequency seriation in our our 2015 paper; what

differs here with “continuity” seriation is how we form the set of candidate partial solutions. Instead

of enforcing unimodality within each partial solution, we minimize Euclidean inter-assemblage dis-

tance. The resulting minmax graph is linear only if all of the candidate partial solutions perfectly

overlay themselves into a linear solution, and otherwise will have a tree structure with branches.

The possibility of branching is what allows a seriation solution to express both spatial and tempo-

ral structure simultaneously. The ability to inform on both allows investigation of social network

structure, and interaction and social learning patterns in past populations, at scales more detailed

than entire cultural manifestations or phases. We believe that seriation, augmented in this way, sits

between the microevolutionary level where we investigate evolution in single populations, and the

macroevolutionary level, best explored using the tools of phylogenetic analysis and cladistic tech-

niques.

5.3 Comparing Frequency and Continuity Seriation

In this section we compare the results of our IDSS frequency seriation algorithm, described in a re-

cent paper (Lipo et al., 2015), and seriations performed using exact distance-minimization or “con-

tinuity” algorithms. Ideally, we would wish for the faster distance-minimization algorithm to give

the same results as employing the slower, more expensive algorithm employing unimodality as the
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ordering principle.
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Figure 5.3: Seriation solution with frequency and continuity seriation for PFG (1951) ceramic as-
semblages in the Lower Mississippi River Valley, as analyzed by Lipo (2001a) and re-analyzed by
Lipo et al. (2015). There are no differences between frequency and continuity ordering algorithms
in analyzing this set of assemblages, and thus only one graph is shown.

To that end, we extended the LowerMississippi River Valley example from our recent work (Lipo

et al., 2015) by comparing frequency and continuity seriation algorithms on the same set of assem-

blages. The result is depicted in Figure 5.3. The result is identical – the two solutions are isomorphic.

We are archiving seriation data sets, with supporting information including geography if avail-

able, and licenses (if available and required) in an open-source repository on Github: https://

github.com/mmadsen/seriation-datasets. Over time we expect to be able to employ the data sets

to create automated test suites for new seriation algorithms and software implementations. We are

also adding scripts which execute our IDSS software for any of its implemented algorithms, for the

data sets. Wewelcome contributions to the data repository (please contactMadsen formore details).
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5.3. Comparing Frequency and Continuity Seriation

Empirical data sets suitable for determining comparable the two seriation algorithms might be

are hard to come by, and typical cases have a small number of assemblages, which tend to yield small

linear seriations without complex structure. Thus, we also employ a Monte Carlo or simulation ap-

proach to samplingmany possible seriations, performing both frequency and continuity on sampled

data, and comparing the structure of the resulting seriations. We employed the SeriationCT simu-

lation framework described in detail in Chapter 6 to generate samples of simulated cultural trans-

mission, with time averaging, on realistic metapopulation-style models of regional interaction. The

simulations were performed for purposes of examining whether seriations can be diagnostic of the

evolving social networks within which cultural transmission occurred in the past. For purposes of

the present study, however, the simulation results presented an opportunity to compare ordering

algorithms.

Because the “lineage splitting” transmission scenario (described in Chapter 6, in Section 6.3.1)

yielded seriation graphs with detailed branching structures, it presented a more conservative com-

parison than the complete networks, which had amuch higher incidence of straight linear orderings.

Thus, we randomly sampled 50 simulated data sets from the lineage splitting model, and performed

seriationswith our IDSS software, using both frequency (unimodality) and continuity (distancemin-

imization) settings.

Seriation of artifact assemblages is inherently a regional-scale problem, whether for chronology

or tracking interaction and social learning processes. Thus, the fundamental abstraction for mod-

eling is a graph or network which (a) represents the intensity of contact, migration, and interaction

between communities of people at any given point in time, (b) allows the set of communities to

evolve, with some communities going away and others originating over time, and (c) representing

how both the pattern and intensity of inter-community contacts evolves over time. Social network

or graph models, especially weighted graphs, form an essential ingredient for this type of modeling,
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but need to be extended to the temporal dimension.

We measure whether frequency and continuity solutions are identical by testing whether the so-

lution graphs are isomorphic, which means that the same vertices are connected to the same neigh-

bors by the same edges. Of the 50 simulation runs examined here, in 80% of cases the continuity

and frequency seriations give an exactly identical solution. Of the remaining non-identical solu-

tions, we find that the differences nearly always involve the repositioning of a single assemblage. In

the next section, we examine such a case in detail to understand what drives such differences when

they occur.

5.3.1 Examining a Solution Which Differs

Figure 5.4: Frequency seriation solution for simulation run f8a6f378 on the ”lineage splitting” re-
gional interaction model.

Of the differing solutions, we selected one (f8a6f378) at random to show the details of how fre-

quency and continuity solutions differ. Figures 5.4 and 5.5 depict the frequency and continuity

seriations, respectively, in the form of graphs which connect assemblages which are “adjacent” in

the seriation solution. This makes it easier to see where an assemblage is really part of several so-
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lutions, which can indicate lineage splitting or differentiation occurring over space. We introduced

this format for seriation solutions in our recent article on IDSS seriation (Lipo et al., 2015).

Figure 5.5: Continuity seriation solution for simulation run f8a6f378 on the ”lineage splitting” re-
gional interaction model.

Although the graphs are laid out slightly differently (as a function of an automated graph lay-

out algorithm), it is apparent that most of the seriation ordering is the same. Simulated assemblage

954-864 anchors one end of the ordering, while assemblage 112-482 anchors the other.3 Both solu-

tions also show a branch for assemblage 402-995, which belongs to one of the two lineages after the

connections between two sets of communities is lost. It is a single assemblage branch because of the

vagaries of sampling assemblages out of the total set of communities in this example.

The main difference between the solutions comes in assemblage 618-780 and where it connects.

In the frequency solution it occurs “inline” while in the continuity solution, interassemblage distance

is minimized by removing it to a small branch of its own.

Viewed in traditional tabular view of the type counts in Tables 5.1 and 5.2 or as traditional cen-

tered bar charts in Figures 5.6 and 5.7, the reason for this difference in assignment for assemblage

3Simulated assemblage names here reflect geographic coordinates, since regional interaction models often bias in-
teraction and migration by location or neighborhood.
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618-780 can be seen. First, there are apparent violations of unimodality in the frequency seriation.

If these violations exceeded the calculated confidence limits around each frequency, then 618-780

would have been pulled out of the ordering and placed into a separate solution branching from as-

semblage 506-308. But in this case, the frequencies overlapped in their confidence intervals and

there was no reason to pull it out and form a separate solution branch.

In the continuity seriation result, which does not employ confidence intervals around frequen-

cies at present, the interassemblage distances in frequencies clearly pick up on the same mismatch.

Our initial continuity algorithm then moves assemblage 618-780 into a separate solution branch.

Clearly, the sampling error that motivated use of confidence intervals in the “unimodal frequency”

seriation case apply here as well, but in our initial algorithm work it was not obvious how to incor-

porate intervals into the interassemblage distance calculations. That remains an open question, but

an important one for demonstrating the full equivalence of methods.

5.4 Discussion

The fact that distance minimization can function as a seriation ordering algorithm is not a new idea.

Not only has there been development of the idea within archaeological circles in the work of Kadane,

Shepherdson, and others, but distanceminimization of one type or another underpinsmost classical

multivariate statistics and nearly all of contemporarymachine learning. Our principal contributions

here have been to explicate the relationship between different seriation ordering algorithms, and to

reintroduce distance minimization in an “exact” rather than statistical form.

Exact distance minimization as a means of tracing patterns of cultural transmission is only pos-

sible if we do not coerce the data into a single linear ordering, as has been the practice in all previous

work. In these previous applications, the departures from linearity have been considered statistical
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5.4. Discussion

Figure 5.6: Centered bar chart representation of the relative frequencies of type for simulation run
f8a6f378 built with the IDSS frequency seriation algorithm. The groups correspond to the branches
of the solution graph.

noise or “stress,” and disregarded. From a culture transmission model, however, noise only enters

the seriation problem as sampling error of counts or frequencies given the size of sample taken by

the analyst. We can control this type of noise by using bootstrap confidence intervals around the em-

pirical frequencies when we make ordering decisions. Our IDSS software system does so by default.
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Figure 5.7: Centered bar chart representation of the relative frequencies of type for simulation run
f8a6f378 built with the IDSS continuity seriation algorithm. The groups correspond to the branches
of the solution graph.

Thus, once the effects of sampling are controlled departures from linearity cannot be noise, but are

telling us something else about our data. In our judgment, those departures from perfect linearity

are telling us about the simultaneous effects of spatial variation, temporal order, and the structure

of the social networks of interaction within which past cultural transmission occurred.
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Thus, our approach to both frequency and continuity seriation allows partial solutions (each

of which is a valid linear ordering) to agglomerate to form graphs or networks of solutions, given

vertices (assemblages) which overlap between the sub-solutions. The resulting seriation graphs give

us a more complete picture of the multiple causes that drive seriations than do traditional linear

orders, whether perfect or coerced by a statistical method.

The search for additional orderingmethods led us to reconsider distanceminimizationmethods,

and although it is not unexpected that suchmethodswork, it is a happy result. Continuity techniques

have amuch lower computational burden than searching for unimodality, especially as the number of

assemblages gets large. For the Phillips, Ford and Griffin assemblages discussed here, the frequency

solution took 25.2 seconds on an 8 core system, while continuity analysis took 0.955 seconds, for

a speedup of 26x. This performance difference should be taken as a minimum on the difference

between algorithms, because our current algorithm for unimodality analysis is parallelized for a

critical section across all of those cores, while continuity is still a serial algorithm and only uses a

single core. Realistically, we should see a much larger speedup with further development, especially

given the wealth of parallel algorithms for distance metric computations in contemporary machine

learning. The latter will allow continuity methods to be fruitfully used even for “big” datasets of

the type easily gathered in online settings. This method effectively has no limit as to the number of

assemblages that can be analyzed.

Seriation is among the oldest of the purely archaeologicalmethods for determining both chronol-

ogy and cultural relatedness, but we find that it continues to repay detailed exploration by archae-

ologists and students of cultural evolution. It is fully complementary to phylogenetic methods and

cladistics in many ways, especially in its ability to use detailed information about trait abundances

and the spatial pattern of those abundances instead of largely presence/absence data on character

states. This makes seriation, in our view, the method of choice for “mesoscale” problems and ques-
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tions.
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CHAPTER 6

A Computational Method for Identifying Regional

Interaction Patterns From Seriation Solutions

Source Paper delivered at the Human Behavior and Evolution Society Annual Meeting, 2016, in a

session ”Macroevolutionary Approaches to Cultural and Technological Evolution.” 1

6.1 Introduction

One of the most important tasks of an evolutionary archaeology is documenting evolutionary his-

tory itself. This means more than creating chronology and documenting the history of material

culture change, although those are essential tasks. Without the “chronicle” (O’Hara, 1988) of em-

pirical facts, we cannot construct the testable narratives that represent the evolution of culture. But

evolutionary history requires more than documenting chronology and change in artifact types and

assemblages; it requires inference of heritable continuity from the “mere facts” of historical continuity

1Archived as https://figshare.com/articles/madsen2016-hbes-computational-interaction-patterns-slides_
pdf/3468650.

137

https://figshare.com/articles/madsen2016-hbes-computational-interaction-patterns-slides_pdf/3468650
https://figshare.com/articles/madsen2016-hbes-computational-interaction-patterns-slides_pdf/3468650
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Solutions

in artifact classes (O’Brien and Lyman, 2000). Doing so requires separating similarity which repre-

sents homology—similarity due to descent—from convergence due to natural selection but without

common descent (Dunnell, 1978; Kroeber, 1931).

Dunnell (1978; 1980; 1989) argued that despite lacking a real theoretical basis for the endeavor,

early culture historians had developed intuitive methods for tracing heritable continuity (O’Brien

and Lyman, 2000; Lyman et al., 1997). In modern terms, the core methods of culture history such

as Krieger’s (1944) “test of historical significance” and seriation (Dunnell, 1970; Ford, 1935, 1936,

1949) allow the tracing not just of chronology, but provides evidence of heritable continuity and thus

the history of past cultural transmission (Lyman, 2008).

At the largest spatiotemporal scales, phylogenetic methods are replacing the traditional tools of

culture history for framing hypotheses about the chronicle of cultural change at the largest scales

(Borgerhoff Mulder et al., 2006; Lyman et al., 1997; Lyman and O’Brien, 2006a; O’Brien and Lyman,

1999a;O’Brien et al., 2000, 2001, 2003;O’Brien andLyman, 2003;O’Brian andLyman, 2000; Prentiss

and Laue, 2019; Prentiss et al., 2015; Tëmkin and Eldredge, 2007). The “resolution” of methods

like phylogenetic analysis depends upon the nature of the classifications employed, and the fact that

analyses typical employ only presence/absence data rather than detailed class frequencies. Especially

because class presence/absence is the typical criterion for splitting on trees, most uses of phylogenetic

methods in archaeology are “macroevolutionary” (Prentiss and Laue, 2019).

When we wish to operate at smaller scales and over shorter amounts of time, we need meth-

ods that employ not just presence/absence information about classes and types, but all of the fre-

quency and spatial information at our disposal.2 This is especially true in the archaeology of the

late Holocene, when we wish to resolve events that might represent change over decades rather than

centuries, and within smaller study areas. This level of detail has long been part of archaeology, with

2This is not to say that cladistic methods are not applicable to mesoscale analysis, but they may require custom
classifications with finer levels of “splitting” of attributes.
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regional studies and syntheses like Ford’s work in the Virú Valley of Peru (Ford, 1949) and Phillips,

Ford, and Griffin’s (1951) study of the LowerMississippi River Valley. More recently under the “New

Archaeology,” work at this scale was often included under the general umbrella of “regional analysis”

(Johnson, 1977). When focused on tracing the history of cultural transmission, at the spatial and

temporal scales mentioned, I call this kind of analysis “mesoscopic,” since it lives in an intermediate

zone between the “microevolutionary” study of single assemblages or localities, and the “macroevo-

lutionary” focus of much larger scale and comparative work.

The core methods of culture history, and especially seriation, were designed precisely to answer

questions about chronology and cultural transmission at mesoscopic and macroevolutionary scales,

but in intuitive ways with common-sensical explanatory concepts such as “trade” and “migration”

(O’Brien and Lyman, 2000; Lyman et al., 1997; Lyman, 2008). Because the end products were atheo-

retical and interpretive, there was little reason to develop amore detailed quantitative understanding

of what could be done with methods like seriation, and when radiometric dating methods arrived

on the scene, it was easy to frame seriation as nothing more than a “relative dating method” instead

of a generalized method for tracing homology, which just happened to deliver temporal information

as a side effect.

This paper builds upon previous work by myself and Carl Lipo reformulating seriation in a rig-

orous way to focus on the tracing of homology and construction of evolutionary chronicles (Lipo

et al., 1997; Lipo, 2001b; Lipo et al., 2015; Madsen et al., 2008) and Chapter 5. In this work, I focus

on the question of how seriation graphs, output from our iterative deterministic seriation algorithm

(IDSS), can function as observable data in fitting scenarios for the history of cultural transmission

at regional scales. The goal is to build a computational and statistical approach to describe: (a) the

structure of cultural relatedness within a region, and (b) our hypotheses about the cultural transmis-

sion history in quantitative ways that allow us to use standard machine learning and statistical tools
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to perform model selection and assess goodness-of-fit.

This paper introduces “interval temporal networks” as the natural data structure for representing

our hypotheses about the history of cultural transmission. Simulation of cultural transmission on

interval temporal networks provides samples of the distribution of cultural traits we would expect

to see for a given hypothesis. Seriation graphs can be constructed both for the simulation output

of each hypothesis, and for our empirical data from archaeological assemblages. We then extract

summary graph metrics for seriation graphs, allowing us to describe their structure in quantitative

terms suitable for a machine learning classifier to be used to assess: (a) the identifiability of different

cultural transmission hypotheses given seriation graphs (i.e., their equifinality between hypotheses),

and (b) the transmission hypothesis for which our empirical seriation graphs have the closest match.

The results reported here are preliminary but encouraging. Using seriations as the observable

variable alone, it is possible to differentiate between regional transmission histories where commu-

nities are largely balanced in their interaction and interact with all their peers, from histories that

show very localized, “nearest neighbor” interaction, from histories involving the coalescence of dif-

ferent lineages, or their splitting to form two or more groups which no longer interact. I examine

these scenarios with respect to our previous seriation results for Mississippian ceramic assemblages

in the Central and Lower Mississippi River Valley.

6.2 Documenting the Regional History of Cultural Transmission With

Seriation Graphs

The culture-historical seriation method employs an ordering criterion, either continuity of class

presence/absence, or unimodality of class frequencies, to provide a relative chronological order. It

does so under an assumption that the “correct” order will be the one that introduces no discon-
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tinuities in any of the classes used in the ordering (Ford, 1949; Phillips et al., 1951; Rouse, 1939).

This means that in occurrence seriation, the correct order will not contain gaps where classes ex-

ist in a region, go away, and then come back. Instead, all classes will display continuous existence

throughout their respective lifetimes. For frequency seriation, the correct order will not display sit-

uations where some classes have discontinuous “jumps” in frequency value inconsistent with their

local trend. These assumptions are what one would expect if seriation is providing a relative his-

tory of how different cultural traits, expressed as archaeological classes or types, were learned and

inherited within a population or populations in a region.

Several things can disturb our ability to cleanly order a set of samples into a single linear, chrono-

logical relationship. Dunnell (1970) describes these, and the criteria traditionally used to minimize

them and produce usable seriations. First, we expect all of the assemblages to represent comparable

durations of time, otherwise some will be time averaged over a longer history of transmission and

cultural change than others, and not be orderable with the rest. Second, in a traditional seriation

we minimize the amount of spatial variation involved, since cultural traits flow across space as well

as time. If we want seriations to only depict the chronological relationships, we must minimize the

amount of spatial variation we include (Phillips et al., 1951; Rouse, 1967).

If our goal, on the other hand, is not to extract just chronology, but understand the spatio-

temporal history of how cultural traits spread within a region, then we need to do several things.

First, we need to stop trying to force the seriation to yield a single linear order. Instead, if there are

multiple valid ways that the frequencies of the classes can be arranged, we should express these as

individual possible “solutions”. In our 1997 paper with Tim Hunt and Robert Dunnell (1997), we

proposed breaking seriation solutions into multiple subsets, with the unimodality (or occurrence)

criterion applied strictlywithin each subset. This allows deterministic solutions (sensuDunnell 1970,

1981) which are temporal within each subset, while the differences between subsets reflects spatial
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variation in the history of cultural traits. Some classes may increase in frequency spreading to the

north, for example, at the same time that the same classes are declining in frequency in a southern

direction. Attempting to incorporate both patterns in the same linear ordering will result in no solu-

tion (or, in the case of multivariate statistical methods, a low confidence solution with much “noise”

whose utility is entirely unclear).

Lipo (2001b) took another step towards formalizing seriation in his dissertation by investigating

methods for assessing the quality of a proposed solution. He employed a bootstrap resampling ap-

proach to estimate the likely standard error around frequency estimates given the overall sample size

we possess for a site or assemblage. This allows us to assign a confidence interval to each “bar” in a

frequency seriation. Confidence intervals can then be used to: (a) performpairwise comparisons be-

tween assemblages to assess the significance of an ordering, and (b) understand quantitatively which

assemblages are “contemporaneous” in the sense that the data at hand cannot distinguish between

them.

The ability to test significance of ordering decisions and detect contemporaneity provided the

tools to perform an automated breakdown of seriation solutions into multiple solutions, as we pro-

posed in our earlywork to capture both spatial and temporal information. In our 2015 paper describ-

ing the IDSS algorithm (Lipo et al., 2015), we took the additional step of representing the relation-

ship between each subset in a seriation with multiple possible solutions. Whenever an assemblage

is present in two or more subset solutions, we link the linear subsets together into a graph, at the

assemblage which appears in both. Figure 6.1 shows an example of such a graph, which merges two

possible solutions from a simulation of cultural transmission with spatial structure.

The ability to use seriations as observable data, to which we directly fit hypotheses about the

history of cultural transmission, requires that seriations be large enough, and encompass enough

spatial and temporal variation, that there is meaningful structure to the resulting graphs. If every
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Figure 6.1: Example of a seriation graph, which represents two separate seriation solutions, with
one assemblage (54-1368) represented in both subsets. When overlaid, the separate solutions form
a graph rather than a single linear ordering. Shading of assemblages reflects temporal information,
with light as early and late as dark.

seriation we perform has only a few assemblages and comes out as a linear or near-linear order,

seriations will underdetermine our hypotheses. Thus, we need to be able to find valid solutions with

dozens of assemblages, at least, if not more. It is well known that the basic brute-force seriation

problem faces a combinatorial explosion of possibilities, and as described in Chapter 4 breaking the

solution into subsets or general graphs only makes the number of possible solutions larger. Lipo

and I revisited earlier work by (Kadane, 1971) and added distance minimization as a criterion to our

seriation algorithms, allowingmuch larger sets of assemblages to be ordered thanwith the frequency

criterion, but yielding identical results in nearly all cases. That work is reported in Chapter 5.
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These methodological revisions to seriation yield a method whose output—seriation graphs—

are comparable to phylogenetic trees in tracing the structure of homology, but doing sowith all of the

frequency information at our disposal. Seriation graphs thus complement phylogenetic trees at the

mesoscopic level of analysis. Each seriation graph documents the “evolutionary chronicle” of how

cultural traits were transmitted through a region by teaching and learning of the young, migration,

marriage and kinship structure, and trade. The seriation graph is an “observable variable” which we

can analyze, cluster, and potentially fit to models which describe the history of cultural transmission

at regional scales.

6.3 Representing Hypotheses About Regional Transmission History With

Temporal Networks

In order to assess that fit, we need to express our hypotheses about regional history in a quantita-

tive, structured way. We must frame hypotheses about the regional history of cultural transmission

which are appropriate given the kind of aggregated, coarse-grained data we are able to possess. For

purposes of this study, I focus on one particular kind of empirical case: the archaeological record of

nucleated, sedentary communities. In such cases, we tend to have data on artifact class frequencies

from “sites” or partitions of sites, sometimes over subsets of the complete interval of occupation, but

at the very least, covering the entire occupation duration. At worst, our assemblages thus represent

an aggregation over some local population, over some period of time. The frequencies of cultural

traits we have to work with are thus coarse-grained at the population level, and time averaged.

This means that we have to model the history of how cultural traits were transmitted at the same

level of detail or higher. We can model this in the form of a graph (Diestel, 2010; Harary, 1969).

Graph representations have been used for decades in archaeology (e.g., Hunt, 1988; Irwin-Williams,
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1977; Mills et al., 2010; Mills, 2017; Terrell, 1977). We can represent the presence of transmission—

via any mechanism, whether flows of people by migration or intermarriage, trade, observation and

imitation of one’s neighbors—simply as a link between two vertices. If we can somehowmeasure the

relative intensity, averaged over time, of the flow or adoption of cultural traits between two commu-

nities, we can represent that as a numerical “weight” on the edges of the graph. So far this is standard

static graph theory as employed in the growing field of “social network analysis.”

Can we use static graphs as models, or do we need a time varying representation? There is good

reason to believe that static graphs are not suitable for the type of model proposed here, based on

the time scale of the processes we are trying to model and the time scale at which graph structure

changes. When the time scale at which the structure of a graph model changes is much slower than

the time scale at which a stochastic process on that graph operates (Tg ≪ Tsp), we can consider

the graph static and unchanging from the perspective of the process. Conversely, if the connectivity

pattern changes much faster than the process we are studying (Tg ≫ Tsp), then we can simply

operate with a kind of “average” connectivity pattern (which physicists refer to as an “annealed”

graph model). When the structure of a graph and the process we want to study change on similar

time scales (Tg ∼ Tsp), then we need to employ a time varying or temporal network to capture the

effect of change on the processes we study (e.g., Perra et al., 2012b,a).

In the present case, if we have a single set of artifact class frequencies that are time averaged

over the duration of an assemblage, what we can hope to understand is the way that information

flowed, by cultural transmission, over the time scales that the durations represent. The graphs we

form to describe those flows will thus potentially change at the same rate or slightly slower than our

observations. This argues for a time varying or “temporal” graph model, to frame our hypotheses

about cultural transmission histories.

Temporal networkmodels add a time dimension to graphmodels by recognizing that edges may
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change their weight, or even their presence and absence, and that vertices may go away or arise

at various points in time. Temporal networks can be represented in two ways, depending upon

the nature of the “contact”’ they represent. If an edge represents an instantaneous event (from the

perspective of the overall model), we refer to the resulting model as a “contact network”. If we model

edges as having non-trivial durations, the resultingmodel is an “interval network.” Contact networks

are a useful framework for studying individual-level behavior, constructing realistic epidemiological

models, or gene expression and protein regulatory networks in cell biology, for example (Holme and

Saramäki, 2012). For our purposes in archaeology, interval temporal networks will be most useful,

since we need to represent the duration over which each set of class frequency observations spans.

An interval temporal network (ITN) is a graphGwith vertex setV, where each vertex v specifies

a tuple (t, δt), which denotes the time index and duration for which each vertex exists, and an edge

setE, where each edge carries a tuplew, t, δt), giving the edgeweight and the time index and duration

over which that edge exists with that weight value. Visualizing this graph is very difficult all at once,

since most of the information about the structure of the graph at any point in time is carries in

numbers associated with each vertex and edge (Figure 6.2).

Instead, it is convenient both visually and when operating on an ITN computationally to decom-

pose the single model into a sequence of separate graphs. Each graph Gt in the sequence represents

one or more change events within the network between times ti and tj where i and j represent the

union of “change” events in the temporal attributes from the vertex and edge sets. In other words,

every addition or loss of an edge or vertex triggers a new Gt in the sequence, and each subgraph in

the temporal sequence describes the state of the ITN in terms of vertices and edges over some dura-

tion of time where we can observe no change (given the resolution of the data we possess). We must

assume that there is an unknown amount of fine-grained change occurring over the interval repre-

sented by each subgraphGt but that variation is not available to us; in this way, the interval temporal
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Figure 6.2: Example of an interval temporal network, viewed as a single graph object. In addition to
the familiar vertices and edges of a non-temporal graph, each vertex and edge is annotated with the
intervals of time over which that object existed. Time in this simple example is arbitrary, and simply
represents times at which change events occur.

network representation “naturally” allows us to incorporate the time averaging and coarse-graining

of our observed data as part of our observational model. Figure 6.3 displays the same interval tem-

poral network as Figure 6.2, but decomposed into a series of “slices” through time at change points,

as vertices go away and a new one arises, with changes in the pattern of connectivity.

Edges in interval temporal networks such as those depicted here may also carry edge weights,

which can be used to represent variation in the degree of migration or communication between

communities. In simulation, edge weights are transformed into a “migration matrix” or into prob-
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abilities of imitating or learning from someone in a different community. Weight variation is the

principle mechanism by which a temporal network model would represent “hierarchy” in a regional

model, whereby some links and places are more central and important than others. Edge weights

are not depicted in Figures 6.2 or 6.3 to make it clear how the temporal aspect of the graph model

“works,” but they are an integral and important aspect of this modeling framework (for an example

of changing edge weights, see the example in Figure 6.4).

Figure 6.3: Example of an interval temporal network, viewed as a series of “slices” at time indices
that represent structural changes. Time in this simple example is arbitrary, and simply represents
times at which change events occur.

The interval temporal network is thus a tool for representing networks or interaction patterns

not just at a point in time (as in most uses of graph theory for social network analysis) but as those

relationships evolve and change. This gives us away to representmodels or hypotheses about how the

structure of cultural transmission and regional interaction may have changed, in particular regions

or areas.

Such scenarios are necessarily coarse-grained, like our data, and would represent the the flow of
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cultural traits, whether through the flow of people, material objects, as pure information, by edges

in the graph. Vertices represent communities or subpopulations in particular places. The samples of

artifacts we obtain archaeologically provide us temporally aggregated samples of cultural variation

from those communities. Because that information is time averaged, we represent that duration as

the start and end times for the vertex in the ITN.

In our hypotheses about evolutionary history in a region, we can represent different scenarios

about how information flows by the waywe choose to represent edges in ourmodels. If communities

were in contact with most of their neighbors and there is no strong hierarchical pattern, as we might

expect in early agricultural communities of the Late Woodland for example, then we could model

this with even edge weights. If communities largely interacted with those around themselves, with a

smaller number of long-distance links (perhaps for exogamous marriages), we might expect a more

lattice-like pattern of “nearest neighbor” edges. The hierarchical structures posited for the “com-

plex” Mississippian communities of eastern North America might imply edge patterns structured

such that certain edges had stronger weight than others. These patterns then need to be modeled

in the temporal dimension: we can explicitly model the process of small agricultural communities

aggregating to form larger and more hierarchical units, and examine the consequences for cultural

transmission and the pattern of cultural variation itmight leave behind. We canmodel the process of

the development of separate, divergent “traditions” in a region, or the process of several independent

“lineages” coalescing to form a larger group.

In the representation developed here, each interval temporal network G as a whole (not its sub-

graphs) represents a single possible “history” of the presence, absence, and intensity of the sharing of

cultural traits between communities over time, as well as the timing and duration of the archaeolog-

ical assemblages representing those communities. There are many possible histories, and our goal

is to find sets of histories which most closely match the empirical data we have concerning cultural
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trait frequencies in these assemblages. The notion of a “set of histories” is important, because at a

detailed level even if we have good knowledge of the vertex set (e.g., all of the Mississippian town

sites in the central Mississippi River valley) and their durations of occupation, there may be many

possible ITNmodels which correspond to the similarities and sequences of changes in class frequen-

cies that we observe. Additionally, the vertex set we operate with always represents a sample of the

full archaeological record, since our knowledge of that record is incomplete, parts of the record have

been fully destroyed by contemporary development, or are otherwise unavailable for study. Thus, we

are always examining equivalence classes of transmission scenarios. As individual models, the mem-

bers of an equivalence class are equifinal with each other given the data we possess, and the data we

posses underdetermines any distinctions between individual models. The question thus arises: what

kind of transmission scenarios can we distinguish using the kind of coarse-grained, time averaged

data on artifact class frequencies we typically possess? In this paper I study that issue from a theo-

retical perspective in order to build a statistical and computational approach to identifying the class

of transmission scenarios which fit the data from a case study using ceramic assemblages from the

Lower Mississippi River Valley (Section 6.5.2).

6.3.1 Transmission Scenarios Studied

In this study, I employ very coarse-grained transmission scenarios, of the kind just described. The

scenarios considered here are simple ones:

• Complete networks: all communities exchange information and individuals with each other;

• Nearest neighbor networks: Interaction is strongly or weakly biased toward nearest neighbors,

with small numbers of longer distance links;
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• Lineage splitting: a single complete network loses enough links that non-communicating sub-

sets are formed which evolve on their own;

Nearest neighor networks were examined in two variants, to see if the actual spatial arrange-

ment can be distinguished. One model was long and thin (“rectangular nearest neighbor”) to mimic

communities interacting only with their neighbors up and down a river, for example. A second

model was square (“square nearest neighbor”) to provide most communities with interacting neigh-

bors in all directions. With an example of a complete network where every community interacted

with all others, and a lineage-splitting example where an initial large population splits into two non-

interacting lineages, these form the scenarios considered in the present study.

These four scenarios are very basic, and obviously do not encompass the full range of regional

histories we might wish to examine for a region as richly complex as the late prehistoric Mississippi

River valley. For example, the interaction pattern between mound center and residential sites, and

the relative size of mounds underlies a lot of the discussion around social complexity in the Mis-

sissippian of the American southeast (Blitz, 2010; Cobb, 2003; Lipo, 2001a,b). An ideal outcome

of the line of inquiry pursued in this study would be that large enough sets of assemblages, ana-

lyzed into seriation graphs (Lipo et al., 2015), would be comparable to transmission scenarios which

represent hierarchical patterns of information flow. This study focuses on the coarse-grained scenar-

ios described here, principally because development of the conceptual and computational methods

needed. Future work will need to focus on more precise ways of expressing our archaeological hy-

potheses in the form of interval temporal networks, and understanding the tradeoffs of different

ways of representing something like hierarchy.

For each of the general scenarios described in this section, I constructed interval temporal net-

works that exhibited that structure. An illustration is shown in Figure 6.4 provides an example of

a “decomposed” representation of a “lineage splitting” scenario, where a regional population, with
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two subpopulations that interact to a limited extent earlier in prehistory, become largely separate in

their cultural repertoires over time through loss of direct cultural transmission.
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Figure 6.4: Example of an interval temporal network, which can be interpreted as a regional trans-
mission scenario of the lineage-splitting type, with vertices representing communities, edges (with
weights indicating relative migration and communication intensity) representing interaction and
migration, and changes between subgraphs in the sequence representing changes in patterns of
transmission, and the establishment and loss of communities, over time.

In the present study, each of the four scenarios given is represented by a number of randomly

generated interval temporal networks, that follow the overall structural pattern of the scenario. Each

scenario is constructed as a series of “slices” as depicted in Figure 6.4, with randomly chosen edge

“wirings” that follow the needed pattern: complete or nearest neighbor plus infrequent long-distance

links. In the case of lineage coalescent or splitting scenarios, the vertices that belong to the non-

communicating components are randomly assigned and then links broken either starting with or

ending at a designated time step. This process of building replicas of interval temporal networks

allows us to randomize over the details of network structure, to ensure that results are not idiosyn-
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cratic.3

6.4 Methods

6.4.1 Study Design

The goal in this study is to determine whether it is possible, given only the seriation graphs derived

from simulations of cultural transmission in the four regional transmission histories described in the

previous section, to quantitatively identify the proper data generating model. Specifially, our goal

is to determine whether the structure and topology of the resulting seriation graphs is diagnostic of

the transmission scenario used to generate the data. This test is thus one that seeks to determine

equifinality between transmission scenarios, and whether our observable tools—seriation graphs—

have discriminatory power. The data generating half of the study proceeds as shown in Figure 6.5.

Given a large sample of simulated seriations, equifinality among theoretical transmission sce-

narios is evaluated using a machine learning classifer (the same approach taken in Chapter 3). In

order to train a classifier model, we first transform the seriation graphs into a numerical represen-

tation using their Laplacian spectrum (see Section 6.4.2. The data are randomly split into a training

set, and a hold-out test set to evaluate equifinality in terms of classifier accuracy. Accuracy will be

evaluated using the confusionmatrix of correct and erroneous predictions, to determine which pairs

of transmission histories are distinguishable, and which if any, display equifinality at the theoretical

level. Figure 6.6 depicts this workflow.

3All of the experiments described in this study were created with the software located at https://github.com/
mmadsen/seriationct. The subdirectory graphs contains a number of standalone progams written in Python 2.7. Each
is a “generator” for transmission scenarios as interval temporal networks, represented as a number of slices stored in
GML (Graph Modeling Language) format.
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Figure 6.5: Flowchart for simulated data generation from each transmission scenario. Samples of
transmitted traits from each community in the transmission scenario are then aggregated in realistic
ways and then the resulting trait frequencies are seriated using the IDSS seriation algorithm (Lipo
et al., 2015), to produce seriation graphs as output.154
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Figure 6.6: Flowchart for evaluating equifinality among the four candidate transmission scenarios.
Simulated seriation graphs from each model are rendered numerically using their Laplacian eigen-
value spectrum, and these eigenvalues are employed as predictor variables to train a gradient boosted
tree classifier, which is then tested for predictive accuracy (and the lack of equifinality) on a hold-out
set of seriation graphs.
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6.4.2 Quantifying The Structure of Seriation Solution Graphs

In order to make comparisons between seriation graphs, and determine our ability to predict which

transmission scenario generated a particular graph, we need to quantify something about the struc-

ture and topology of the graphs. There are many types of graph metrics, but many are applicable

to general graphs which contain circuits and loops (Chebotarev, 2013; Diestel, 2010). The seriation

graphs being constructed here are trees and have a single connected component by construction,

renderingmany classical graphmetrics useless. Instead, we turn to algebraic and spectral graph the-

ory, which characterize the properties of trees and general graphs using the numerical properties or

“spectra” of the various matrices associated with a graph (Banerjee and Jost, 2008; Beineke et al.,

2004; Chung and Graham, 1997; Godsil and Royle, 2001).

Figure 6.7: Simple example of calculating the Laplacian matrix for a small general graph example.
The basic Laplacian matrix is simply the element-wise difference between the degree and adjacency
matrices.

The “structure” of seriation graphs is captured in two general characteristics: the number of

branches and neighbors that assemblages possess, and the distances between assemblages. Themore

a seriation is long and linear, the longer the average “distance” along the tree two assemblages chosen

at randomwill be, and themore “branched” and reticulate the seriation is, themore average distances

will decline, even as average vertex degree increases. These intuitions are captured neatly in the

Laplacian matrix of a graph, which is defined as the difference between the “degree matrix” and

the “adjacency matrix”, as demonstrated for a simple example in Figure 6.7. The degree matrix is a
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diagonal matrix where the entries along the diagonal record the number of edges attached to each

vertex (i.e., vertex degree). The adjacency matrix (for an unweighted, undirected graph, with no

self-loops) has zeroes on the diagonal, while the off-diagonal elements contain 1 if an edge is present

between two vertices, and zero otherwise. The Laplacian matrix thus encodes information about a

graph’s connectivity. The “spectrum” is then simply the eigenvalues (and their multiplicities) of the

Laplacian matrix.

Certain classes of graphs have spectra that contains every bit of information possible about the

graph, and are thus “determined” by their spectra (e.g., finite star-like trees and the complete graphs).

In most other cases, spectra define equivalence classes of graphs with very similar structure. Two

graphs with the same spectrum of eigenvalues (and multiplicities) are cospectral and share the same

connectivity pattern even if they are not identical or isomorphic. Further, even if two graphs are not

isomorphic or cospectral, their eigenvalue spectra will bemore similar to the degree they share com-

mon connectivity structures. These properties make the Laplacian spectrum a compact numerical

way to capture the structure of a graph and compare it to many other graphs. Thus, in examining the

degree to which we can predict the transmission scenario which generated a given seriation graph,

what we are really asking is whether we can construct a clean partition or clustering of graph spectra

arising from the four transmission scenarios given in Section 6.3.1. In this study, I employed the

Python NetworkX library to calculate Laplacian matrices and spectra for seriation graphs.

6.4.3 Simulation of Cultural Transmission on Interval Temporal Networks

Simulation of cultural transmissionwithin the interval temporal networkswhich represent the trans-

mission scenarios listed in Section 6.3.1 employ the standard unbiased copying model, since previ-

ous work demonstrates that it is difficult or impossible to detect more detailed transmission biases

from the kind of coarse-grained data this study targets (see Chapter 2 for more details on the stan-
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dard Wright-Fisher representation of unbiased cultural transmission). The simulations were per-

formed with a custom Python library, SeriationCT written by the author, which adapts the SimuPOP

forward-time pouplation genetics simulation package to employ interval temporal networks as pop-

ulation structures, and performs the necessary sampling and temporal aggregation to simulate time

averaged archaeological assemblages.⁴

Parameter Value or Interval
Innovation rate (in θ scaled units) [0.00005, 0.0001]
Simulation length 10000 steps
Sample fraction 0.5
Migration fraction (between communities) [0.05, 0.1]
Individual population size 250
Number of trait dimensions (loci) 3
Initial traits per dimension 5

Table 6.1: Parameters for simulation runs across the four models studied. Intervals are treated as
prior distributions, and each simulation run is assigned values derived from a uniform random sam-
ple on the interval indicated. Single values are applied to every simulation run, and represent a point
prior.)

Specifically, simulations operate in the following manner:

• Each individual is characterized by 3 dimensions of variation, which start out having 5 initial

traits in the population;

• Innovation follows the standard “infinite alleles” model of mutation/innovation;

• At each time step, individuals have a probability of copying a trait from a randomly chosen

individual or keeping their existing trait set. Copying occurs within the local population only;

⁴SeriationCT is open source software, available on Github at https://github.com/mmadsen/seriationct.
SimuPOP was written by Bo Peng, and is available on Github at https://github.com/BoPeng/simuPOP, and docu-
mented in his book (Peng et al., 2012).
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• At each time step, there is a probability of individuals moving between communities. Move-

ment is governed by a migration rate probability and strictly follows the edge pattern of the

interval temporal network model in force for that simulation run, at that time step;

• At specific time steps, the interval temporal network defines changes to the connections be-

tween communities, and that some communities may go away, or new communities coming

to be;

• New communities, should they arise, are seeded with individuals from the neighboring com-

munities that possess edges in the network to the new community, to create a consistent sam-

ple of cultural continuity given the transmission scenario being simulated;

• At each time step, the frequencies of traits at each locus or dimension are tabulated, as are the

cross-tabulation of “classes” formed by intersecting the loci;

• Class frequencies are aggregated over the entire duration that a community (vertex) exists

in the interval temporal network model, to form time averaged “assemblages” for seriation

analysis;

• Before performing seriations, assemblages were sampled from all of those available in a given

simulation run, over the entire time course. This simulates our partial view of any given re-

gional archaeological record given what we have collected or excavated compared to the to-

tality of the record.

Simulations were run with the parameters given in Table 6.1, with parameter ranges treated as

“prior distributions” and sampled uniformly. This allows the simulation results to be treated as a

proper Monte Carlo sampling of the space formed by the priors, for approximate Bayesian compu-

tation and other analytic methods. 500 simulations were performed for each scenario.
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Seriationswere performed using the Python IDSS seriation package, written byCarl Lipo and the

author for our 2015 paper on iterative deterministic seriation solutions, which introduced seriation

graphs (Lipo et al., 2015).⁵ Raw simulation results, all parameter choices and shell scripts to run each

stage of the ITN creation, simulation, resampling, and seriation pipeline, are available in a Github

repository (https://github.com/mmadsen/experiment-seriation-classification).⁶ Not every

random sampling of assemblages from a simulation run yielded data which could be seriated due to

the vagaries of sampling. The final number of valid solutions across the four scenarios was 1946.

6.4.4 Classifier Training and Accuracy Evaluation

This study employed the same gradient boosted tree classifier model employed in my previous work

on equfinality and cultural transmission (see Chapter 3). The simulated seriation graphs were ran-

domly split into a 90% training set and a 10% hold-out test set, within each transmission scenario.

Each seriation graphwas transformed into its Laplacian eigenvalue spectrumusing a utility library of

scikit-learn compatible statistical functionsmaintained onGithub at https://github.com/mmadsen/

sklearn-mmadsen. The resulting eigenvalue spectra became the input predictor variables for the

gradient boosted classifier with numerical labels denoting each of the four transmission scenarios.

For this study I employed the gradient boosting implementation in the Python scikit-learn package.

Optimal hyperparameters were found by optimization grid search with 3-fold cross validation, with

learning rates ranging from 5.0 down to 0.01, and the number of trees from 10 to 500. Optimal

performance on the training set was achieved with learning rate 0.05 and 500 trees. Final results

were obtained by predicting the transmission scenario for each seriation graph in the hold-out test

set in the same manner, and calculating the overall accuracy, F1 score, precision, and recall for the
⁵The IDSS package is open-source software, freely available at https://github.com/clipo/idss-seriation.
⁶Additional experiments and prototypes for performing this kind of classification of transmission scenarios are lo-

cated in the repository https://github.com/mmadsen/experiment-networkmkodel-identification-diss, and dis-
cussed online at http://notebook.madsenlab.org.
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resulting confusionmatrix. The test set comprised 194 seriation graphs spread across the four trans-

mission scenarios.

6.5 Results

6.5.1 Equifinality Analysis of Transmission Scenarios with Simulated Data
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Figure 6.8: Classifier results for four regional cultural transmission history scenarios, using Lapla-
cian spectra to determine whether seriation graphs from simulations of cultural transmission under
each scenario are cleanly separable. Results refer to evaluation of the 10% hold-out test set of 194
seriation graphs.

The results of equifinality analysis between the four transmission scenarios are given in Fig-

ure 6.8. The confusion matrix has correct assignments on the diagonal: the predicted transmission
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scenario matches the actual transmission scenario under which a particular simulation result was

generated. In general, accuracy is only 69.1%, but this is driven down mainly by the inability to

distinguish between our two variants of nearest-neighbor transmission scenarios. The F1 scores for

cases actually coming from complete networks was 0.85 and 0.87 for lineage-split scenarios. It is also

quite clear that one can distinguish between complete networks, lineage-splits, and nearest-neighbor

scenarios in general, given no errors.

In these results, it seems less clear that the spatial “shape” of the contact network had a distin-

guishable effect on the Laplacian spectra of the seriation graphs. This could be due to the interaction

between quality of spatial sampling and overall sample size in seriations. Although the assemblages

selected to seriate (from the overall set present in simulations) were stratified by space to ensure that

the entire space was sampled, with 20 assemblages also spread out in time, there may not have been

sufficient numbers of data points to provide detail on the different spatial configurations. We should

expect, in fact, that discrimination between fairly “close” transmission scenarios will require larger

sample sizes than discriminating between scenarios which are structurally quite different.

In general, these results are encouraging for the approach studied here. Seriation graphs may,

with appropriate choice of scenarios to contrast, be capable of being statistically identified as to the

equivalence class of regional cultural transmission scenarios that drove the empirical cases we see in

prehistory.

6.5.2 Analysis of Lower Mississippi River Valley Ceramic Data

Given the trained classifier model, we can analyze empirical examples and determine the degree to

which themodel presents a confident prediction for the transmission scenario thatmight correspond

to our data fromprehistory. I calculated the Laplacian spectrum for a frequency seriation result from

20 ceramic assemblages from Phillips, Ford, and Griffin’s (1951) study of the Lower Mississsippi
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Figure 6.9: Seriation graph for PFG (1951) ceramic assemblages in the Lower Mississippi River Val-
ley, as analyzed by Lipo (2001a) and re-analyzed by Lipo et al. (2015). Colors and numbers corre-
spond to spatial clusters as mapped in Figure 6.10.

River Valley, as augmented and reanalyzed by Carl Lipo (Lipo, 2001b). The resulting seriation graph

is shown in Figure 6.9. There is a clear branching structure, which Lipo interpreted in his dissertation

work as reflecting an early assemblage—Holden Lake—being ancestral to other early Mississippian

sites in the region, but giving rise to several somewhat independent regional ceramic traditions.

There is also clear spatial structure to this results, as shown in Figure 6.10.

When we use the trained classifier with the Laplacian spectrum of this seriation graph, the pre-
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dicted transmission scenario is unsurprisingly the lineage split model, with probability 0.93. The

complete graph scored 0.06 probability, with the remaining 0.01 split between both nearest neigh-

bormodels. This example is suggestive, even though the number of possible scenarios is small. But it

demonstrates the complete method by which empirical data would be processed to identify matches

with possible transmission scenarios.

6.6 Discussion

O’Hara (1988) usefully distinguished between the evolutionary chronicle, which is simply the facts

what happened when, from evolutionary history, which is a narrative of how and why things hap-

pened the way they did. At the macroevolutionary scale, phylogenetic methods produce tree struc-

ture which abstractly depict the chronicle of homologous relationships between taxa. It is clear that

the trees are data, not evolutionary history itself: we still need to posit hypotheses about the processes

and events which resulted in the observed trees. This applies whether we are talking about genetic

evolution with species as taxa, or cultural evolution with samples of cultural variation or individual

artifacts as the taxa.

As we develop methods at the mesoscopic level, making use of class frequency data to attempt to

study evolutionary pheneomena within regions over time scales of decades or a century, we should

keep the distinction between chronicle and history firmly in mind. In this study, I have attempted

to develop a computational method for determining the statistical fit between seriation graphs (the

chronicle) and interval temporal network models which formalize the regional history of cultural

transmission (the history). That method employs a modified seriation method which produces

graphs rather than linear orderings if the data require it; the branchings in seriation graphs indi-

cate relationships where the history of cultural traits varies through space as well as time. I also

164



6.6. Discussion

introduced the “interval temporal network” as the natural way to formalize our hypotheses about

themesoscopic history of cultural transmissionwithin and among sedentary, nucleated populations,

as those populations arise, grow, and eventually go away for various reasons. Machine learning clas-

sifiers seem able to resolve these hypotheses (in some cases) without equifinality, although there is

much to be investigated within this area of research.

Given the coarseness of the transmission scenarios studied here, it is not clear yet if we can de-

termine from seriation graphs whether “hierarchy” is identifiable, although this is an important next

step for the study of Late Prehistoric and Late Holocene populations in many regions. There is some

evidence that spatial information may only be weakly encoded in seriation graphs, since we could

not distinguish nearest neighbor hypotheses even in simulated data with different spatial configura-

tions. But more controlled study about the degree to which seriations encode space and with what

resolution is clearly necessary; all of our knowledge of this is anecdotal given the “same local area”

criterion long used for seriation analysis.

Despite the potential limitations of our ability to resolve differences among theoretical models,

evolutionary archaeologists will benefit from further work along these lines to develop a rigorous

understanding of our ability to fit theoretical models to data at a variety of spatiotemporal scales.

Phylogenetic methods have proven their worth but answer questions at particular scales and levels

of detail; methods for answering more detailed questions (while still operating with coarse-grained,

time averaged data) have been lacking. Seriation, properly construed as a method for mapping ho-

mology using all of the frequency data at our disposal, provides one such tool.
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Figure 6.10: Spatial distribution of ceramic assemblages from the Lower Mississippi River Valley, as
analyzed by Lipo (2001a), corresponding to the seriation graph in Figure 6.9.
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CHAPTER 7

Behavioral Modernity and the Cultural

Transmission of Structured Information: The

Semantic Axelrod Model

Abstract Cultural transmission models are coming to the fore in explaining increases in the Pa-

leolithic toolkit richness and diversity. During the later Paleolithic, technologies increase not only

in terms of diversity but also in their complexity and interdependence. As Mesoudi and O’Brien

(2008b) have shown, selection broadly favors social learning of information that is hierarchical and

structured. We believe that teaching provides the necessary scaffolding for transmission of more

complex cultural traits. Here, we introduce an extension of the Axelrod (1997) model of cultural

differentiation in which traits have prerequisite relationships, and where social learning is depen-

dent upon the ordering of those prerequisites. We examine the resulting structure of cultural reper-

toires as learning environments range from largely unstructured imitation, to structured teaching of

necessary prerequisites, and we find that in combination with individual learning and innovation,
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high probabilities of teaching prerequisites leads to richer cultural repertoires. Our results point to

ways in which we can build more comprehensive explanations of the archaeological record of the

Paleolithic as well as other cases of technological change..

Source Reprinted by permission from Springer from: Learning Strategies and Cultural Evolution

DuringThe Paleolithic, edited by Alex Mesoudi and Kenichi Aoki, 2015, in the series Replacement of

Neanderthals By Modern Humans, Springer. Co-authored with Carl P. Lipo.

7.1 Introduction

Although humans and our hominid ancestors have been cultural animals throughout our evolution-

ary history, an important change occurred in our lineage during the Middle and Upper Paleolithic.

For millennia our ancestors manufactured relatively small toolkits and their material culture was re-

markably similar across continental distances and over many generations. Beginning in the Middle

Paleolithic and continuing through the Upper Paleolithic, the archaeological record reflects an ex-

plosion in our cultural repertoire. Over tens of thousands of years, artifactual toolkits shift from sets

of relatively few objects with multiple uses to large collections of functionally-specialized tools that,

employed increasingly complex technologies and that were manufactured from an enriched range

of materials. The changes in artifacts suggest that human solutions to the problems of everyday life

became regionalized and differentiated. Further, the economic basis of our lives began to broaden

and also, in many areas, to become specialized (Bar-Yosef, 2002; d’Errico and Stringer, 2011; Straus,

2005).

While early researchers believed that the Upper Paleolithic resulted from a singular “revolution”

in human evolution leading to behaviorally modern homo sapiens, this view is held by a minority

of paleoanthropologists and archaeologists today (e.g., Klein, 2009). Careful examination of the

168



7.1. Introduction

Middle Paleolithic archaeological record especially in Africa and the Near East suggests that this

change in behavior did not occur as a single distinct event, instead occurring over a long period of

time since much of the enriched material culture we later characterize as the “Upper Paleolithic”

had precursors. In addition, this change now appears to be patchy and fitful, with modern features

appearing and frequently being lost again (Bouzouggar et al., 2007; d’Errico andHenshilwood, 2007;

d’Errico and Stringer, 2011; Straus, 2005; McBrearty and Brooks, 2000; McBrearty, 2007). Nor does

behavioral modernitymap neatly to biological taxa and theirmovements, given that evidence for the

precursors of fully modern behavior is abundant in deposits associated with Neaderthals in addition

to modern Homo sapiens (Villa and Roebroeks, 2014).

The “learning hypothesis” studied in this series of volumesmakes the plausible claim that behav-

ioral modernity is the product of cumulative changes in the way cultural information was acquired

and retained across generations (Nishiaki et al., 2013), thus providing a potential explanation for the

slow evolution of “modern” features, its patchiness in space and time, and the lack of a neat map-

ping between hominin taxonomy and material culture. In short, according to the learning hypoth-

esis, behavioral modernity arose through a change or changes in the way social learning operated

within hominin groups, with those groups adopting richer modes of cultural learning surviving and

spreading compared to those who retained simpler forms of social learning.

Within the umbrella of the learning hypothesis, there are many ways in which social learning

and thus intergenerational cultural transmission could have changed, and an increasing amount of

research is focused upon formulating and testing different models. One class of studies is focused

upon factors exogeneous to the learning or imitation process itself. Shennan (2000; 2001) proposed

that population size has a powerful effect on diversity within cultural transmission processes, which

Henrich showed in the case of toolkit element loss during a Tasmanian population bottleneck (Hen-

rich, 2004). In a similar line of reasoning, Kuhn (2013) argues that low population size and density
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put Neanderthals in a situation where innovations spread slowly and ultimately led to their demise

relative to modern humans. Furthermore, a growing set of experimental studies clearly show a rela-

tionship between accumulation of complex cultural traits and the number of cultural “models” from

whom individuals can learn (Muthukrishna et al., 2014; Derex et al., 2013; Kempe and Mesoudi,

2014). Not all studies have shown a strong association between population size and cultural diver-

sity, however. Collard and colleagues, find little association in a linked series of comparative studies

(Collard et al., 2011, 2013a,b,c). Finally, in his analysis of the overall evolutionary rate, Aoki (2013)

found that innovation rates were more important than population size to determining the rate of

evolution in a population.

To us, this body of work indicates that while population size is an important parameter in math-

ematical models, it may be better understood as a second-order effect in the real world, interacting

with a myriad of other factors and thus often dominated by those factors. Another important factor

is the structure of bands or demes into larger regional metapopulations. Network topology, for ex-

ample, is known to have a substantial effect upon contagion or diffusion processes (e.g., Castellano

et al., 2009; Smilkov and Kocarev, 2012). Thus, it is likely that regional structure has critical effects

on the outcomes we can expect from a single social “learning rule.” Along these lines, Premo (2012)

has examined whether metapopulation dynamics that include local extinction and recolonization

might provide an improved account for the retention and expansion of diversity.

A second group of studies has focused upon endogeneous changes to social learning processes.

Many authors in this volume series, for example, have looked at aspects of the way individuals learn

skills and acquire information (Aoki, 2013; Nishiaki et al., 2013). We know that learning and teach-

ing styles vary across human groups, and formal modeling efforts are beginning to make clear that

such variation has evolutionary consequences thatmight lead to a rapid expansion of the human cul-

tural repertoire (Nakahashi, 2013). Those populations which increased the amount or effectiveness
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of teaching would have a fitness advantage over those who relied upon imitation and “natural ped-

agogy” in passing along technological and foraging knowledge (Csibra and Gergely, 2011; Fogarty

et al., 2011; Terashima, 2013). Demography and population structure would then play an important

role in reinforcing the fitness differences which different learning strategies would create, as pointed

out by Kuhn (2013).

Ultimately, a full “learning explanation” for behavioral modernity will be multifacted, including

demographic and spatial changes as well as changes to the mechanisms of social learning and tech-

nological innovation themselves. Sterelny (2012, p.61) sums up this kind of multifactorial approach

to behavioral modernity well:

…the cultural learning characteristic of the Upper Paleolithic transition and later peri-

ods of human culture—social transmission with both a large bandwidth and sufficient

accuracy for incremental improvement—requires individual cognitive adaptations for

cultural learning, highly structured learning environments, and population structures

that both buffer existing resources effectively and support enough specialization to gen-

erate a supply of innovation.

In research designed to explore how the structure of a learning environment affects the results

of social learning, Creanza and colleagues (2013), Aoki (2013), Nakahashi (2013), and Castro and

colleagues (2014) developed models that examine how explicit teaching (as opposed to simple im-

itation) affects the overall evolutionary rate or cultural diversity in a population. Castro et al., for

example, find that cumulative cultural transmission requires active teaching in order to achieve fi-

delity across generations. Our work in this chapter follows these authors, focusing on the nature of

transmitted information itself and the effects of teaching upon the richness of structured technolog-

ical knowledge.
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In particular, we suggest that when knowledge is structured such that skills and information

must be learned in sequences, high fidelity learning environments are critical to evolving ever-richer

cultural repertoires, of the type seen in behaviorally modern assemblages. To formalize this idea, we

construct a model which:

• Represents cultural traits as hierarchically structured, in order to study increases in complex-

ity,

• Has a learning rule sensitive to the order in which cultural traits are acquired, with multiple

levels of fidelity, and

• Has a mechanism (such as homophily) that allows cultural differentiation endogeneous to the

model.

As we alter the “learning environment” in our models from less to more frequent teaching of

traits and their prerequisites, we expect to see greater diversity, larger structured sets of traits persist-

ing in the population, and greater differentiation of the population into “different” cultural config-

urations. We also expect that individual innovation, independent of the social learning context, will

play a role in the accumulation of cultural complexity by allowing a population to explore increas-

ingly large spaces of technological design possibilities; this expectation is concordant with Aoki’s

(2013) result in Volume I of this series.

In this chapter, we introduce a simulation model which combines a hierarchical trait space capa-

ble of expressing dependencies or semantic relationships between skills and information (Mesoudi

and O’Brien, 2008b), and a modified version of Robert Axelrod’s (1997) homophilic social learning

model which allows us to examine the conditions under which evolution in a hierarchical design

space leads to cultural differentiation. After describing the model, we study its dynamics and pro-

vide an initial assessment of its suitability for studying the onset of behavioral modernity in the later
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Paleolithic. Models like this begin to move beyond diffusion dynamics, bringing the actual meaning

and relations of traits into the modeling process. Hence, we call these “semantic Axelrod” models,

and believe that such models form a platform for formalizing the type of multi-factor hypotheses

necessary to examine major transitions in human evolution, such as “behavioral modernity.”

7.2 The Semantic Axelrod Model for Trait Prerequisites

Much of our technical knowledge, whether of stone tool manufacture, throwing clay pots, or com-

puter repair, is built from simple tasks, bits of background knowledge, and step-by-step procedures

(Neff, 1992; Schiffer, 1987). These pieces of cultural information are not simply a set of alternative

options, which can be mixed and matched in any combination. Instead, there are dependencies and

relationships between items which affect how skills and information are learned and passed on be-

tween individuals. Some items will be related in time, as steps in a process. Others will be related

by subsumption: arrowheads are a subclass of bifacial stone tools, and require many of the same

production techniques as bifaces used in other projectiles. Still others will be related as sets of al-

ternatives: choices of surface treatment for a given ceramic paste, given the firing regime selected,

for example. To date, most archaeological models of tool production have focused upon temporal

relations in the construction of an artifact, as in “sequence models” or “chaîne opératoire,” but it is

important to remember that other representations are possible, including trees and more general

graphs to capture relations of use, reworking, or discard (Bamforth and Finlay, 2008; Bleed, 2008;

Ferguson, 2008; Högberg, 2008; Bleed, 2001, 2002; Schiffer, 1987; Stout, 2002).

Given conscious reflection, we describe and organize our knowledge and skills in many ways,

but it is common (especially while learning a new skill) to think of a complex process as a “script” or

“recipe” (Schank and Abelson, 1977). Experts in a task or field may not represent their knowledge
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this way, having internalized such structures below the conscious level. Experts will often know

more than one way to accomplish any given goal, and be able to repurpose and recombine methods

and tools, as opposed to the simpler, more linear or tree-based recipes of the novice or student (e.g.,

Bleed, 2008, 2002; Stout, 2002). Nevertheless, it is common to teach or learn new information and

skills in a stepwise manner.

In this chapter, we focus not on the execution steps of a recipe (and thus not on sequence mod-

els), but the relations between skills and information during the learning process. In specific, we focus

upon the prerequisite relationships that exist between cultural traits, since the ordered dependencies

between skills and information form one of the structures within social learning occurs during de-

velopment (and into adulthood). Some pieces of information or skills must be in place before a

person can effectively learn or practice others. Examples from our own childhoods abound: one

needed to understand addition and subtraction and multiplication before learning long division; in

order to make soup, we need to understand how to simmer rather than boil, how to chop and slice,

what ingredients might be combined, and so on. The fact that knowledge and skills build upon one

another make prerequisite relations between cultural traits ubiquitous. In this chapter, we represent

prerequisite relations as trees in the graph-theoretic sense (Diestel, 2010), replacing the “nominal

scale” structure of “locus/allele” models or paradigmatic classifications and some typologies (Dun-

nell, 1971), but we emphasize that the tree models we discuss here are still classifications and thus

analytic tools, designed to allow us tomeasure variation in the archaeological record, not reconstruct

emic models of Paleolithic technologies.

Our model also requires a way of representing a changing learning environment, in ways that

create higher fidelity and greater possibility for building cumulative knowledge. In real learning

environments, there are many possibilities, but deliberate teaching and apprentice learning are re-

peatedly seen across human groups as ways that naive individuals can reliably learn the complex
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skills and information needed for foraging, artifact production and maintenance, and navigating

an increasingly rich social world. The point of structuring the learning environment with teaching

and/or apprenticeship is to give the learner skilled models to imitate, shortcut trial and error when

acquiring a skill, provide a reference for needed information, and to guide individuals to put their

information and skills together into appropriate sequences to accomplish an overall goal. Appren-

ticeship and formalized teaching provide a social learning “scaffold,” helping to lower the amount

of individual trial and error learning needed to master a body of material (Wimsatt and Griesemer,

2007; Wimsatt, 2007).

Within a standard discrete-time simulationmodel of a social learning process, we canmodel this

type of learning environment with the following modifications:

1. Represent the order in which skills and information need to be acquired as a series of trees,

with vertices representing traits (either a skill or piece of information), and edges the prereq-

uisite relations between them.

2. Disallowing individuals the ability to copy traits from a cultural model for which they do not

have necessary background or prerequisites, given the relations in the applicable tree model.

3. Creating a probability that individuals, if disallowed a trait, can be taught one of the needed

prerequisites instead by that cultural model, leading to the potential accumulation of fuller

knowledge and skills over time.

By changing the probability that individuals learn a missing prerequisite trait, we can “tune” the

learning environment. Low probabilities might correspond, for example, to a learning environment

where individuals can observe others executing a production step, but are given little or no instruc-

tion or guidance on what they need to know in order to successfully master it. High probabilities of

learning prerequisites would correspond, on the other hand, to environments where individuals re-

175



7. Behavioral Modernity and the Cultural Transmission of Structured Information: The
Semantic Axelrod Model

ceive instruction, or work together with a more skilled individual who guides them toward learning

the information and skills they lack. In the next section, we discuss our model of trait relationships

and the learning environment in more detail.

7.2.1 Representation of Traits And Their Prerequisites

In order to represent the “prerequisite” relations between a number of cultural traits, we organize the

traits into trees1, where nodes higher in the tree represent knowledge, skills, or concepts which are

necessary for traits further down the tree. Let us consider the different skills and information nec-

essary for the construction of a single artifact, say a dart thrown by an atlatl. An artisan will possess

information about different raw materials, an understanding of what materials are suitable for spe-

cific purposes, skills and information concerning the knapping of different types of bifaces, methods

of hafting bifaces into different kinds of shafts, and so on. Stout (2011) organized such knowledge

into “action hierarchies,” which represent sequences of actions, sets of choices, and optional ele-

ments for the construction of a class of stone tools, drawing the representation from Moore’s (2010)

graphical notation.

We should emphasize that employing tree structures to represent learning dependencies is a

modeling choice. Other choices may be sensible as well. General graphs could represent webs of re-

lations between concepts or skills, and multigraphs (replacing adjacency matrices with tensors) can

represent different types of relations in a single structure (Nickel et al., 2011). For purposes of the

present chapter, we are interested in the order in which people usually learn skills and information,

rather than the order in which steps are executed. The difference is potentially significant, in that

two adjacent steps in a sequence might involve very different information, tools, or skills, which can

1A tree is a graph with no cycles or loops. That is, a tree is a connected graph on n vertices that possesses at most
n− 1 edges (Diestel, 2010). Furthermore, in this chapter we are concerned with rooted trees, in which one vertex is
distinguished as the “origin” of the tree, giving rise to a hierarchical structure.
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Figure 7.1: A single trait tree, represented by a balanced tree with branching factor 3 and depth factor
3, order 40. In our model, nodes higher in the tree represent prerequisites for nodes lower down the
tree. Each instance of the model will have several or many of these trees in the design space.

be learned in parallel without dependencies. Because, in our model, traits cannot be learned unless

an individual possesses the necessary prerequisites, we introduce the idea of a “learning hierarchy,”

which is a division of Stout’s action hierarchy into components which are learned with ordered de-

pendencies, and independent components represented in separate trees. For example, one might

learn about the sources of good lithic raw materials, independent of learning how to perform dif-

ferent percussion techniques. In our model, each of these independent areas is represented by a

separate tree of traits.

Figure 7.2: A design space composed of 4 independent trees, each tree with branching factor 3 and
depth factor 3, order 40. We also studied larger design spaces with 16 independent trees, and with
larger branching and depth factors.

In each simulation model, we begin with a trait or “design space” that incorporates several in-

dependent sets of traits (O’Brien et al., 2010). The overall design space of a simulation model is thus
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a forest2, composed of several trees (Figure 7.2). For each tree in a learning hierarchy, we employ

balanced trees which have the same number of nodes at each level, to provide a simplifiedmodel of a

design space with which to begin our exploration of this class of social learningmodel, although real

design spaces are undoubtedly more complex in their geometry. Each tree in our model is specified

by a branching factor r and depth h. As a result, each trait tree in the design space has ∑hi=0 ri traits.

The tree depicted in Figure 7.1 thus has 40 vertices, for example. In this chapter, we examine

both small (4 trees) and larger (16 trees) design spaces, to see how learning may differ in problems

involving design spaces of different size and complexity. We examine trees with combinations of

branching and depth factors of 3 and 5. Thus, a design space with 4 trees with branching and depth

factors of 3 (as in Figure 7.1) would have 160 traits, whereas a design space with 16 trees of branching

and depth factors of 5 would have a total of 62,496 traits.3 Even the small design spaces we consider

here create a large space for cultural change and differentiation, given the number of possible trees

one can construct on even 40 vertices.⁴ In the experiments reported here, the overall size of the

design space remains constant over time, which is a simplifying assumption aswedevelop this class of

structured information models. In future work, we will explore the role of invention in episodically

creating large new regions of design space for the evolving population to explore.

Given the total “design space” represented by a forest of trait trees, each individual in our model

is initialized with a small number of “initial” traits. Initial traits are chosen randomly but heavily

weighted towards the roots of the trees to represent the fact that our knowledge starts out basic and

2A forest is a graph composed of multiple components, each of which is a tree.
3We initially chose 6 as the limit on branching and depth factors, but found that we cannot calculate certain sym-

metry statistics, such as the size of the automorphism group, on trees that large using existing tools. Even a tree with
r = 5, h = 6 has over 101623 possible symmetries, and an attempt to calculate the symmetries for r = 6, h = 6 did not
complete given the memory limits of the computers we had available.

⁴If we consider each trait to be unique and non-interchangeable, the number of unique trees with unique vertex
labels is nn−2 by Cayley’s theorem (Diestel, 2010). For example, for each trait tree of 40 vertices, there are roughly 1060
possible trees. Even if we consider traits to be interchangeable (e.g., we look at the abstract topology of trees rather than
the details of individual traits), there are at least 1016 possible unlabelled rooted trees on 40 vertices (using Otter’s (1948)
approximation).

178



7.2. The Semantic Axelrod Model for Trait Prerequisites

sparse. In general, all of the design spaces modeled here are larger than populations will explore

within the bounds of a simulation run. In the next sections we describe the social learning model,

modified from Robert Axelrod’s original, by which each simulated population evolves within this

tree-structured design space, and will return to the specifics of how an initial culture repertoire is

chosen.

7.2.2 The Axelrod Model of Social Learning and Differentiation

Robert Axelrod (1997) formulated a model aimed at studying the conditions under which simple

learning rules could lead to cultural differentiation, rather than a single fixed state (which is the result

of simpler neutral or diffusion models). This makes it useful as a starting point for understanding

phenomena such as behavioral modernity, in our view. Axelrod’s model combines social learning,

in the form of random copying, a spatial structure to interaction, in the form of localized copying of

neighbors on a lattice, and the tendency to interact most strongly with those to whomwe are already

culturally similar (homophily). The model displays a rich and interesting set of behaviors, and has

been extensively studied by social scientists and physicists (Castellano et al., 2009). First we review

the basic model, and in the following section our modified algorithm.

7.2.2.1 Axelrod’s Original Model

Theoriginalmodel locatesN individuals on the nodes of a regular lattice or grid, but various network

structures have also been studied. Each individual is endowed with F integer variables (σ1, . . . , σF),

that can each assume q values. In the original model, each variable is a “cultural feature” each of

which can assume q “traits.” In each step, a randomly chosen individual i and a random neighbor

j are selected, and “interact” with probability equal to the overlap between their cultural repertoire.
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Overlap, in the basic model, is simply the fraction of features for which i and j possess the same trait

value:

p(i, j) =
1
F

F

∑
f=1
δσf(i)σf(j) (7.1)

where δi,j is Kronecker’s delta function, taking the value 1 when its two arguments are equal and

0 otherwise. When individuals interact, the focal individual i takes the trait value of its neighbor for

one of the features where the two individuals differ.

Interaction has no effect when two individuals already possess identical cultural repertoires, and

there is no probability of interaction if individuals have no traits in common. This eventually causes

the model to reach an absorbing state where no further changes are possible. Instances of the model

are initialized with a random distribution of traits among individuals, and left to update until the

steady state is reached. The evolution of the population leads to two classes of absorbing states: (a) a

“monocultural” state in which all individuals share the same set of variables, and (b) a “polycultural”

state in which subpopulations exist which share the same set of variables within the group, and are

completely different from their neighbors.

Which of the two results is reached, and the statistical character of “polycultural” states when

they exist, depends mainly upon the number of traits possible q for each cultural feature. For small

values of q, individuals share many traits with their neighbors, interactions are thus frequent, and

one domain comprising a single set of traits will grow to become fixed within the entire population.

In contrast, when the value of q is high, individuals start out sharing very few traits, with interactions

that are correspondingly less frequent. Regions of uniform cultural variation do grow, but as they

do, sets of individuals who share no traits at all (and thus do not interaction) grow as well, and often

prevent any single regional culture from expanding to fix within the population.

Many variants of the basic Axelrodmodel have been studied, including the addition of “drift” via
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the introduction of copying error, situating agents on different types of complex networks, the addi-

tion of an external “field” to simulate the effects ofmassmedia, and copying that obeys a “conformist”

or majoritarian rule by selecting the most common trait among the neighbor set (Castellano et al.,

2000; De Sanctis and Galla, 2009; Flache andMacy, 2006; Gonzalez-Avella et al., 2007b,a; González-

Avella et al., 2005, 2006; Klemm et al., 2003a,b, 2005; Lanchier et al., 2010; Lanchier, 2012). In gen-

eral, modifications of the basic model can reduce the tendency of the model to produce polycultural

solutions, or change the time scale or location of the critical point.

7.2.2.2 Semantic Extensions to the Axelrod Model

We begin each simulation with N (100, 225, or 400) agents, arranged on a square grid. A design

space is created, with some number of trait trees (4 or 16), with uniform branching factors and

depth factors (3 or 5). An example of such a tree is shown in panel A of Figure 7.3. Initial traits (and

their prerequisites) are chosen randomly across the configured number of trait trees, as follows. For

each individual, we select a random number t between 1 and 4, and repeat the trait selection process

t times for that individual. In each selection, we choose a random tree in the design space, and then

select a depth in the tree for the trait, given by d ∼ Poisson(0.5). This biases trait selection towards

the root of the tree, as one would expect in young or inexperienced individuals. We thenwalk d steps

into the tree, making uniform random selections for the children of each vertex. The path of vertices

thus constructed is added to the individual’s trait set, giving them an initial trait and its necessary

prerequisites. One such initial trait is shown in Panel B of Figure 7.3. Given that individuals begin

with a small number of initial traits (between 1 and 4, selected randomly), and their prerequisites,

the initial trait endowment of an individual is between 1 and 4h, where h is the maximum depth of

the design space (either 3 or 5 in the experiments reported here).⁵

⁵At maximum, this yields some individuals who begin the simulation with up to 20 traits. The median number
of traits in samples taken after 6-10 million time steps is considerably higher–259 traits per cultural configuration or
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Design Space

Initial Traits

Sample from Simulation

0

3

11

35

(a)

(b)

(c)

Figure 7.3: Illustration of a design space composed of a single trait tree, along with a random initial
trait chosen from the design space, and a final sample from a simulation run, showing the evolution
of traits within the design space. Also shown in the top panel are the “prerequisites” for a cultural
trait (35), as an example.

Once the population is initialized, the simulation runs a discrete approximation to a continuous-

time model. In other words, only one agent changes at each elemental time step, as in the original

Axelrod model and the Moran model of population genetics and its cultural version (Aoki et al.,

2011; Moran, 1962, 1958). At each step, an agent (A) is chosen at random, and a random neighbor

of A is then selected (agent B). Their probability of interaction is given by the overlap of trait sets,

which ismost simply calculated as the Jaccard overlap between the set of tree vertices each possesses,

region. Thus, cultural repertoires in the simulation grow through copying and innovation, as expected.
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thus replacing Equation 7.1 with:

J(A,B) =
|V(A) ∩V(B)|
|V(A) ∪V(B)| (7.2)

where V(i) represents the vertex list for trait trees held by individual i in the population.

If the agents end up interacting, agent A observes the traits currently possessed by B, and selects

a trait (T) that it does not already possess to learn. If agent A has the necessary prerequisite traits for

the selected trait, it can learn trait T. If not, there is a probability P(l) that B can teach A a necessary

prerequisite for T instead. This simulates the process of agent B structuring the learning environment

of A through formal instruction or apprenticeship, for example. If such a prerequisite learning event

occurs given P(l), agent A learns the most fundamental of T’s prerequisites that it does not already

possess. For example, agent A might require the trait closest to T (e.g., trait 11 in Figure 7.3, if the

original trait targeted was 35).

Additionally, at each time step, there is a probability P(m) that one random individual in the

population will learn a new trait (and necessary prerequisites) that it does not already possess. For

example, if an innovation event occurs and an agent discovers trait 35 by individual trial and error

learning, we assume that the agent also discovered traits 0, 3, and 11. Thus innovation can introduce

one trait to the population, or a linked set depending upon its prerequisites and what the innovating

individual already “knows.” This model of innovation simulates an ongoing process of individual

learning unconnected to social learning or teaching within the population. Because this functions

much like “infinite-alleles mutation” in the classical Wright-Fisher neutral models (Ewens, 2004), or

like noise terms in Axelrod, Ising, or Potts models (Castellano et al., 2009), we will refer to this as

the “global innovation rate” in this chapter.

One of the editors noted that this model of innovation may not be as realistic as an alternative,

where random innovations would be “discoverable” only with the correct prerequisites in place. We
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believe that innovation in the face of skill or knowledge prerequisites is continuous between these two

models. Occasionally one will discover a new piece of knowledge or develop a skill, having learned

surrounding and related knowledge. In other situations, individuals may learn sequences and sets of

information or skills by trial and error and “tinkering.” The “size” of innovations that can be learned

purely by individual trial and error should thus vary between these extremes, biased towards the

“small” end of the range. Our selection of an innovationmodel where individuals discover a trait and

its prerequisites thus potentially overestimates the effect of individual learning, but it made certain

graph operations easier, and can be relaxed in future models.

Each simulation run lasts 107 steps, which yields between 104 and 105 copying events per indi-

vidual, depending upon population size.⁶ Since we do not explicitly model the interaction between

cultural transmission and biological reproduction here, we can interpret the model as represent-

ing either fine-grained learning within individuals over the course of their lifetimes, or long-term

cultural evolution within a fixed size population where we are not modeling fitness. We felt this

simplification was appropriate in a pilot study exploring structured information models, but a more

detailed study would include dynamics on two time scales: developmental learning and evolution-

ary dynamics given birth and death. Samples are taken beginning at 6 million steps, and sampling at

an interval of 1 million steps, and record the trait trees seen in the population. An example of such

a sampled tree is shown in Panel C of Figure 7.3. For reference, the full algorithm for each copying

step is given in the Appendix as Algorithm 7.1.

⁶100,000 was chosen as a compromise for running large batches of simulations in parallel. Some simulation runs,
especially in small design spaces with very high prerequisite learning rates, can converge to a monocultural solution
and quasi-stable equilibrium quite quickly; in the largest design spaces and low learning rates, convergence may never
occur even though the process is well-mixed. However, the processes have reached a quasi-stable equilibrium, verified
by examining samples at different times for secular trends in median and mean values, which were not found.
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7.3 Measuring Cultural Diversity and the Results of Structured Learning

Each sample from a simulation run is composed of the distinct sets of trait trees possessed by indi-

viduals in the population, along with summary statistics. If a simulation run converges to a mono-

cultural solution, the sample will have one set of trait trees, which are shared across the entire pop-

ulation. In other cases, there will be clusters of cultural configurations which might be unique to

a single individual, or shared by some number of agents. Each cluster will be composed of some

number of trait trees (typically, the number configured for the simulation run: 4 or 16, but perhaps

a subset), and each trait tree will be the result of many agents learning traits and their prerequisites

socially, and for runs with a non-zero mutation rate, by individual learning or innovation. Each

cluster will thus have some number of traits, typically higher (often much higher) than the initial

endowment given to the population.

Figure 7.4: An example set of traits at the conclusion of a simulation run, extracted from a sim-
ulation with branching factor 3 and depth factor 3, and a single trait tree as the trait space. The
remaining density of vertices, mean vertex degree, and radius of the tree are noted. Vertex colors
denote “structural equivalence” classes or “orbit structure,” as measured by adjacency patterns, and
is one measure of the symmetries present in the tree.

From the sampled trait trees, we calculate summary statistics as follows. The ratio of the number

of traits in the sample to the full design space size (or “remaining density” of traits) is one measure

of trait richness. The radius of a rooted tree is the number of edges in the path from root to the
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furthest edge. The average radius of trees in a sample (or its ratio to the depth of the design space)

is another richness measure, aimed at measuring whether knowledge with multiple prerequisites is

being learned within the simulated population. Similarly, in the original design space, the branching

factor describes how many children each node in the tree started with, so measuring the average

vertex degree gives us a rough measure of how broad a cultural repertoire is. Each of these measures

is illustrated in Figure 7.4 for an example tree selected from our data.

In addition to these simple numericalmeasures comparingfinal trees to the original design space,

it is useful to measure something about the overall “shape” of the trees themselves. One way of

formalizing this notion is to examine the symmetries of the final trait trees.

Examining Figure 7.4, if we ignore the exact identities of traits for the moment, it is apparent

that there are repeating patterns. For example, the left-most branches each terminate in a pair of

leaves. This pattern is repated on the second right-most branch. These types of repeating patterns

are computationally expensive to search for in large sets of trees, but we can summarize them by

considering trait trees as algebraic objects and examining their automorphisms.

Figure 7.5 provides a simple example of symmetries in a small tree, and how those symmetries

are “lost” as the tree is thinned of vertices and edges. Thus, measuring the total number of inter-

changeable patterns or symmetries in a tree representing a cultural repertoire is a relative measure

of how a repertoire “fills” the original design space. An automorphism is a function which maps an

object to itself, in such a way that the structure of the object is preserved (Rotman, 1995), and thus is

an operational definition for the “symmetries” one intuitively perceives in something like the trees

shown here. Graph automorphisms map vertices in a graph to each other, preserving properties

such as the adjacency pattern of edges.

For purposes of relative comparison, we measure the total number of automorphisms found in

each sampled cultural repertoire. In algebraic graph theory, this is referred to as the size of the auto-
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(A) (B)

(C)

Figure 7.5: An illustration of symmetries present in a graph. Vertices that occupy positions with
the same connectivity structure are interchangeable without changing the connectivity structure,
and thus represent a “symmetry” under a transformation, while leaving the overall structure of the
graph unchanged. The full tree (A) displays the most symmetry, with all; vertices at each vertical
level “swappable for each other”. As vertices are deleted in graphs (B) and then (C), vertices become
less and less interchangeable given different numbers of edges present, and thus are broken into non-
interchangeable sets, shown as different colored vertex sets (technically, each set is an “orbit” of the
automorphism group of the graph).
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morphism group or |Aut(G)| (Godsil and Royle, 2001). A tree with no repeating patterns will thus

have an automorphism group size of 1, indicating that the only symmetry is the entire tree itself. A

balanced tree with branching and depth factors of 3, as depicted in Figure 7.1, has approximately

1.3× 1010 automorphisms. The more repeating patterns there are in trait trees, the more automor-

phisms they will possess.

Because group sizes grow quickly and the accuracy of performing calculations with truly astro-

nomical numbers is low, another possible measure of the symmetries present is to count the classes

of equivalences into which vertices fall. The orbits of the automorphism group are the sets of vertices

which are interchangable by some permutation that preserves structure. For example, the graph in

Figure 7.1 has five orbits, with each vertex at a given level interchangable (in a structural sense).

Similarly, the six leaf vertices that are part of pairs in Figure 7.4 are part of the same orbit; in this

illustration, each orbit is given a different color to highlight their equivalence. For each cultural

region found when sampling a simulation, we calculate the size of the automorphism group and

the number and multiplicity (frequency) of orbits. For this analysis, we employ the nauty + Traces

software by Brendan McKay and Adolfo Piperno (McKay and Piperno, 2014).⁷

7.4 Experiments

Given a modified Axelrod model on a tree-structured trait space, we expect to see greater cultural

diversity, differentiation among groups of individuals, and larger sets of traits as the “learning en-

vironment” is tuned from a low to high probability of teaching and learning among individuals.

We also expect that individual innovation, independent of the social learning context, will increase

the amount of the technological design space that a population explores, which leads to enhanced

⁷Nauty+Traces can be downloaded at http://pallini.di.uniroma1.it/. We employed version 2.5r7 for this re-
search.
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opportunities for differentiation even through simple random copying. Here we measure cultural

differentiation by the number of clusters of individuals who share the same trait trees when we sam-

ple the population.

Second, we looked at whether highly structured learning environments, represented here by

higher probabilities of naive individuals gaining the prerequisites for the skills and information they

encounter with peers, led to deeper and richer cultural repertoires. We explore a number of ways

of measure the richness of a cultural repertoire in a model with structured relations between traits,

through the use of graph properties and symmetrymeasures. Themeasures used are those described

above: the tree radius (or depth), mean vertex degree, the fraction of remaining vertices, and the size

of the automorphism group of sampled trait forests. Finally, we began to examine how the struc-

tured learning environment might interact with demography, by simulating the same parameters

across two sizes of population.

For this chapter, we examined populations of size 100, 225 and 400, to begin to examine the

effects of population size. For these populations, we examined design spaces that were small (4 trait

trees) and large (16 trait trees). Within each size, we further examined combinations of branching

factor and depth factor with values of 3 and 5, thus yielding 8 total sizes of design space (Table 7.1).

Branching Factor Depth Factor Number of Trait Trees Size of Design Space
3 3 4 160
5 3 4 624
3 5 4 1456
5 5 4 15624
3 3 16 640
5 3 16 2496
3 5 16 5824
5 5 16 62496

Table 7.1: Size of design space for different trait tree configurations
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Further, we examined three levels of global mutation or innovation rate: zero, or no mutation,

and 0.00005 and 0.0001. Such rates created a constant supply of new innovations, but several orders

of magnitude less frequent than copying and prerequisite learning events. The full set of parameters

are given in Table 7.2. In this pilot study, for each combination of all of the above parameters, we

performed 25 replications. With 5 samples per simulation run, this yielded 10,963,691 samples of

cultural regions.

Simulation Parameter Value or Values
Population rate at which new traits arise by individual learn-
ing

0.0, 5e-05, 0.0001

Maximum number of initial traits (not including their pre-
requisites) each individual is endowed with

4

Number of distinct trees of traits and prerequisites 4, 16
Population sizes 100, 225, 400
Replicate simulation runs at each parameter combination 25
Maximum time after which a simulation is sampled and ter-
minated

10000000

Individual probability for being taught a missing prerequi-
site

0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9

Number of branches at each level of a trait tree 3, 5
Depth of traits in each trait tree 3, 5

Table 7.2: Parameter space for simulations described in this chapter

7.5 Results

We begin by noting that compared to the original Axelrod model, or neutral and biased copying

models, the dynamics of our semantic Axelrod model are highly variable. A very wide range of out-

comes is possible for each parameter combination, especially when the size of the design space is

large. Some variables, such as the average vertex degree of sampled trait trees, are strongly overlap-

ping across all learning rates and do not appear diagnostic of different learning environments, at least
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in these initial experiments. Given the large amount of variability in the dynamics, larger numbers

of replications would be useful, although this is computationally quite expensive at present.⁸ That

said, several features of the data are strongly suggestive that hierarchical trait models have potential

in modeling cumulative technological evolution, making the computational expense worthwhile.

7.5.1 Cultural Diversity
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Figure 7.6: Number of cultural configurations in simulations with the smallest trait space (160 total
traits in 4 trees), and a high individual innovation rate (10−4).

Variation among individuals is foundational to evolutionary processes, and is the raw material

from which differentiation between regions and cultural groups is constructed. Figure 7.6 depicts

the number of cultural configurations (i.e., trait trees) in a population of size 100, for the smallest

⁸The simulations reported here ran on a cluster of 6 compute-optimized “extra large” Linux instances on Amazon’s
EC2 computing cloud, for a total of 17 days of wall clock time and 2075 CPU hours. We plan further optimizations to
the simulation code to make larger samples economically feasible.
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trait space with only 160 total traits, and relatively high levels of individual innovation. For example,

in the left-most panel the large peak just above zero indicates that most simulated populations are

characterized by one or a few sets of trait trees. Five learning rates are depicted, increasing from

left to right across the panels. At the very lowest rate of learning fidelity, with only a 10% chance of

being taught a needed prerequisite for knowledge being copied, most of the populations simulated

share a single set of traits, and even individual innovation does not drive significant exploration of

the space of structured traits. With increased fidelity in teaching needed prerequisites, however,

simulated populations begin exhibiting marked differentiation, with individuals possessing more

unique configurations of traits from the overall design space.
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Figure 7.7: Number of cultural configurations in simulations with an intermediate learning rate
(0.4), across different sizes of trait space.

Looking at the data from another perspective, we can hold the fidelity of learning constant (say, at

a 40% chance of being taught a needed prerequisite), with the same global innovation rate (10−4) as

Figure 7.6, and examine the effect of different size design spaces (Figure 7.7). In general, populations
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exhibit greater differentiation between individuals as the design space gets larger, as prerequisite

learning helps individuals acquire adjacent traits, and individual innovation randomly exploresmore

distant portions of the design space.

Given the structure of the Axelrod model, with the strong tendency towards cultural unifor-

mity given homophily, all simulated populations converged to a single cultural configuration in

the absence of a global innovation rate. This highlights the importance of various “innovation”

and “invention” processes in the creation and maintenance of cultural differentiation and diversity

(Eerkens and Lipo, 2005; O’Brien and Shennan, 2010), and suggest that highly conservative cultural

repertoires, such as those posited to precede behavioral modernity in hominin populations, occur

whenever individuals engage in social learning in small technological design spaces, in the absence

of strong and regular individual innovation.

7.5.2 Trait Richness and Knowledge Depth

Cumulative evolution of technology is represented in our model by the population learning its way

down the trees which compose the design space. Possession of traits deeper in the trees represents

skills or information which is more specific, possessing more prerequisites. Thus, we expect that

the depth (or “radius”, see Figure 7.4) of trees would increase with the prerequisite learning rate,

representing a learning environment which is structured to ensure such acquisition.

Figure 7.8 gives the normalized mean radius of cultural regions, broken out by the prerequisite

learning rate along the horizontal axis, and each group of 3 boxplots displays the differing global

innovation rates studied. Radii are normalized to the depth of their design space, to facilitate com-

parison. The results indicate that essentially two regimes exist: shorter trees, which do not grow

much beyond their initialized size, and larger trees. The mean radius has an asymptote just above

0.75, achieved with the prerequisite learning rate is approximately 0.4 or higher. Further increases
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Figure 7.8: Mean depth of trait sets, by prerequisite learning rate and global innovation rate, for
population size 100.

do not seem tomatter. Additionally, the difference between the two global innovation rates is small–

what matters most in terms of qualitative behavior is the presence of global innovation outside the

teaching or learning of prerequisites themselves.

7.5.3 Population Size

Earlier, we mentioned that population size does not seem to be a primary factor in explaining the

measured diversity in cultural transmission models, except perhaps in bottleneck situations like the

one Henrich analyzes in Tasmania (2004). Instead, population size may have an interaction effect

with other factors, yielding smaller second-order effects. We examined the effect of population size

in the research reported here, repeating the entire set of simulation runs for populations of 100, 225,
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and 400.⁹
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Figure 7.9: Mean depth of trait sets, by prerequisite learning rate and population sizes of 100, 225
and 400.

Figure 7.9 displays the relationship between mean radius (or depth) of the cultural traits in each

cultural sample, as in Figure 7.8 above, but the boxplots are instead colored by population size. At

least over a range of group or deme sizes likely to be relevant to Paleolithic archaeology, population

size makes no difference to the qualitative behavior of the model. There is, however, a very slight

decrease in mean radius of trait sets with larger population size, which is likely a consequence of a

larger population spreading out over the trait space.

7.5.4 Trait Tree Symmetries

Finally, we examined the algebraic properties of the trait trees composing cultural regions, examin-

ing both the number of vertex equivalence classes (orbits) and the size of the automorphism group

of the trait forests. We examined the raw metrics, and versions normalized by the size of the maxi-

⁹We should note that learning rates of 0.8 and 0.9 for population size 400 were cut short due to budget constraints,
but this does not appear to affect the pattern in our dataset.
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mally symmetric forest with the same number of traits, branching factor, and depth factor. The latter

proved difficult and led to serious overflow problems even with 64 bit arithmetic, so we focus here

on the raw automorphism group size.
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Figure 7.10: Number of symmetries in trait tree samples, measured as the log of the order of the
automorphism group of the trait graphs, broken downby prerequisite learning rate (rows) and global
innovation rate (columns).

The logarithm of the automorphism group size does hint at interesting structure (Figure 7.10).

In the presence of mutation, the learning of prerequisites narrows the range of variability for the

automorphism group size, and at higher learning rates renders the distribution multimodal. The

modality arises because of the different combinations of branching factor and depth factor we em-

ployed for design spaces–i.e., some design spaces are “wide” and some are “narrow,” while also being

“shallow” or “deep.” This gives rise to different modes in the measured symmetries, but overall the

reduction in variability in symmetry is the most important qualitative effect seen in our data.

We do not fully understand the “shapes” of cultural regions to which the model appears to con-
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verge, but it appears that there is a tendency for trait graphs to converge towards shapes which have

moderate numbers of symmetries. This graph is on a logarithmic scale, so a peak at 50 along the

horizontal axis correponds to a trait graph with approximately 5× 1021 symmetries. This is a fairly

small number, compared to the original design spaces, which have symmetries ranging from ap-

proximately 1041 to 106496. Thus, the geometry of cultural traits in our hierarchical design spaces

are fairly asymmetric and represent small and very specific segments of the total design space.

Further analysis of trait graph “shapes” is needed to tell whether there are repeating patterns or

graph “motifs” which characterize a social learning model in a graph-structured trait space. The

results here are suggestive of such a phenomenon, but inconclusive given just the bulk algebraic

properties of cultural regions, since the size of the automorphism group (or the number of orbits)

tells only how many symmetries there are, not what types of symmetries exist. The next step in our

analysis of shape is to pursue a geometric decomposition of the graph following BenMacArthur and

Rubén Sánchez-García’s (2008) work on the symmetries of complex networks.

7.6 Discussion

The “semantic Axelrod” model described here specifically addresses social learning of knowledge

with “prerequisite” structure, and a learning environment which is tunable from low to high fidelity,

simulating the intensity with which “teaching” occurs in addition to imitative copying. The model

displays a characteristic increase in the cultural repertoires of individuals, as they learn in environ-

ments of higher fidelity. At the individual level, an increase in higher fidelity learning within struc-

tured information environments both creates path-dependency in what is learned, and increases the

chances for specialization among individuals. Hominin populations in which complex knowledge is

taught systematically along with prerequisites will accumulate and retain skills and technology faster
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and to a greater extent than those groups which rely upon natural pedagogy and imitation for social

learning.

Previous research had established the importance of teaching and learning environments for

cumulative cultural evolution and cultural diversity (Aoki, 2013; Castro and Toro, 2014; Creanza

et al., 2013; Nakahashi, 2013). Our contribution in this paper is a model capable of connecting

the fact of teaching with the actual structure and content of cultural knowledge. Such models, we

believe, are important in explaining the explosion of cumulative material culture that accompanies

behavioral modernity. The model described here only makes a start on modeling the additive and

recombinative complexity of real technologies, but it does display accumulated depth of “knowledge”

or “skills,” as represented by the radius or depth of trait trees. In combination with realistic models

of technology–such as the production sequences studied by experts on stone tools–we believe that

empirically sufficient models of the evolution of specific technologies are possible and within reach.

Several areas suggest themselves for future research in structured information or “semantic”

cultural transmission models. Some we are pursuing, others remain open questions and we invite

collaboration towards their solution.

• Regional scale cultural differentiation given a metapopulation embedding of the basic model.

• Additional trait relations (e.g., class subsumption, functional equivalencies).

• Realistic technology models for key artifact classes (e.g., bifaces, scrapers, pottery).

• Incorporation of trait fitness in order to study directional change.

Models of the class introduced here are “thicker” descriptions of how humans acquire skills and

information in real learning environments, and thus complement existing models which describe

the conditions under which teaching and structured learning might evolve and spread. We believe

models of this type make a needed “downpayment” on cultural transmission models which can sub-
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stantively incorporate specialties such as archaeometry, the technnological analysis of lithics and

pottery (Tostevin, 2012), and studies of how innovation occurs in various tool classes (e.g., O’Brien

and Shennan, 2010). Bringing cultural transmission modeling together with the details of technolo-

gies will be a crucial component inmultifactor evolutionary explanations for the complex of changes

seen in modern Homo sapiens and some Neanderthal populations in the later Paleolithic.
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7. Behavioral Modernity and the Cultural Transmission of Structured Information: The
Semantic Axelrod Model

7.8 Appendices

7.8.1 Algorithm Description

Algorithm 7.1 describes the “semantic” Axelrod model variant studied in this chapter. Within the

algorithm, there are several functions which find traits with particular properties. Some, like Get-

TraitUniquetoFocal(), are fairly simple set operations but were abbreviated to clarify the notation.

Algorithm 7.1
Require: innovrate is the population rate at which individuals randomly learn a trait
Require: learningrate is the probability of learning a missing prerequisite during a learning inter-

action
1: focal← GetRandomAgent()
2: neighbor← GetRandomNeighbor(focal)
3: if focal = neighbor∨ focal∩ neighbor = ∅ ∨ neighbor ⊊ focal then
4: exit { No interaction is possible, move on to next agent }
5: end if
6: prob← (focal∪ neighbor− focal∩ neighbor)/focal∪ neighbor
7: if RandomUniform() < prob then
8: differing← neighbor \ focal
9: newtrait← GetRandomChoice(differing)

10: if hasPrerequisiteForTrait(focal, newtrait) = True then
11: replace← GetTraitUniquetoFocal(focal,neighbor)
12: focal← focal \ replace
13: focal← focal∪ newtrait
14: else
15: if RandomUniform() < learningrate then
16: prereq← GetDeepestMissingPrerequisite(newtrait, focal)
17: focal← focal∪ prereq
18: end if
19: end if
20: end if
21: if RandomUniform() < innovrate then
22: focal3← GetRandomAgent()
23: innovation← GetRandomTraitNotInFocal(focal3)
24: focal3← focal3∪ innovation
25: end if
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GetDeepestMissingPrerequisite() is a procedure which takes the trait set of an individual, and a

trait for which the individual is known to be missing necessary prerequisites, and returns the “most

basic” missing prerequisite for that trait (i.e., closest to the root). This is done by finding the path

which connects the root and desired trait, andwalking its vertices from the root downward, checking

to see if each vertex is part of the individual’s trait set. The first trait not found in the individual’s

repertoire is returned.

7.8.2 Availability of Software and Analysis Code

The simulation software used in this chapter is available under an open-source license at Mark Mad-

sen’s GitHub repository https://github.com/mmadsen/axelrod-ct. Required libraries and soft-

ware are listed in the source archive itself, and include Python 2.7 and the open-source MongoDB

database engine to store simulation output.

The codebase consists of a set of librarymodules which implement the shared and unique aspects

of each model, unit tests to verify the basic functionality of the code, and scripts which execute each

model. The axelrod-ct repository contains three models:

• An implementation of the original Axelrod model using the axelrod-ct libraries.

• A basic model with an “extensible” trait space but no relations between traits.

• A “semantic” Axelrod model with tree-structured trait space representing prerequisite rela-

tionships between traits.

Stepwise extension from the original Axelrod to the semantic models on the same code library

allowed a degree of verification, which is difficult in a situation where there is no existing mathe-

matical theory against which to compare the code implementation (Committee on Mathematical
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Foundations of Verification Validation and Uncertainty Quantification, National Research Council,

2012).

The analysis and final dataset reported here are available, along with the source of this paper

and associated presentations, in an associated GitHub repository: https://github.com/mmadsen/

madsenlipo2014. Statistical analyses of the final dataset were performed in R, rendering our results

reproducible given simulated data from the “axelrod-ct” software linked above.
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CHAPTER 8

Conclusion and Directions for Future Research

8.1 Conclusions and Contributions

Our primary job as evolutionary archaeologists is to document the course of cultural evolution, by

mapping heritable continuity from archaeological remains. That job employs many tools, both new

and old, from phylogenetic and cladistic methods still under development today, to seriation and

classification methods now more than a century old. Cultural transmission, broadly speaking, is

the central organizing concept which explains why there is heritable continuity to be found in the

spatial and temporal variation in artifact form. It is natural for us to employ mathematical models

of diffusion and transmission to attempt to understand cultural transmission better.

In Chapter 1 I described three different research programs within archaeology on cultural trans-

mission, distinguished by the spatiotemporal scale of their focus. The first, a “microevolutionary”

program, stemmed from two different sets of questions. The first sought to determine whether

particular assemblages or groups of assemblages showed evidence of selection, by testing the null

hypothesis that class frequencies met some criterion derived from neutral models borrowed from

population genetics. The second sought to go beyond simply testing for neutrality and attempt to fit
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psychological models of biased social learning, derived from Boyd and Richerson’s seminal work, to

assemblage data. Although neither question is necessarily synchronic by nature, the models and sta-

tistical approaches employed have tended to be. InChapters 2 and 3 I studied the question ofwhether

the microevolutionary program could be made empirically sufficient and thus useful for answering

detailed questions about the archaeological record. In Section 8.1.1 I review my conclusions and

highlight contributions from this work which have not appeared elsewhere in the literature.

Much of that work was methodological and critical in nature. It has been all too easy for our

evolutionary modeling of cultural transmission to slip into synchronic reconstructionism that does

not take advantage of our unique strength: time depth. Themesoscopic andmacroevolutionary pro-

grams described in Chapter 1 are both broadly diachronic in focus, and differ mainly in spatiotem-

poral scale and the methods uses. My main contribution in this dissertation has been to further

develop elements of a true “mesoscale” approach to mapping heritable continuity, distinct from the

strong focus of macroevolutionary analysis on the use of phylogenetic techniques. In Sections 8.1.2

and 8.1.3 I review my conclusions and highlight unique contributions from this research program.

Further, in Section 8.3, I return to the relationship between the “mesoscale” and macroevolution-

ary programs, and discuss the key role of classification in determining where a particular research

problem lies in the continuum between “mesoscopic” and macroevolutionary scales.

The “mesoscale” approach I have sought (in collaboration with Carl Lipo) to develop employs

time-honored archaeological methods, updated for a new century and the computing power we now

have available, but in conceptual terms is still in its infancy. We are still exploring what the right

structure is for transmission models at this scale, given different kinds of archaeological situations.

There is considerable scope to elaborate not only the methods described in this dissertation, but

develop new observable units and models. In Section 8.2, I outline what I believe to be fruitful next

steps to advance elements of this research program.
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8.1.1 Microevolutionary Cultural Transmission Models in Archaeology

Despite the fact that archaeology understands itself as studying cultural change through the archae-

ological record, we routinely (and often inadvertently) find ourselves describing the past in ways

that are synchronic and essentialized. Even though Nels Nelson (1916) clearly articulated a contin-

uous and diachronic view of stylistic change in his work at San Cristóbal, later pratice in “culture

history” framed our knowledge of the past as a series of synchronic snapshots. Change through time

became represented as mere difference between period or phases, and theoretical effort shifted to the

reconstruction of the “Indian behind the artifact” (Braidwood, 1959, 79).

The pull of synchronic description and the reconstructionist enterprise of describing the state of

a population at a moment in time is no accident—it is built into the way we perceive the world and

organize our knowledge. Dunnell (1982) described the cognitive biases that lead to this tendency

as our “common sense”, which constructs views of the world consistent with the short time scales

over which we need to perceive the world and adapt to it. Social and cognitive psychologists have

since begun to document the proximate causation for essentialized cognition in early childhood

development (e.g., Rhodes et al., 2012; Rhodes and Mandalaywala, 2017; Gelman, 2004).

Indeed, our tendency to think about the world in synchronic and essentialized terms is so strong

that Mayr, Lewontin, and others have argued that the primary revolution Darwin kicked off was

not about evolution itself, or even the theory of natural selection, but through the introduction of

“population thinking” as an alternative to the typological, essentialist thinking about species and

the nature world that characterized pre-Darwinian biology (Dunnell, 1982; Lewontin, 1974; Mayr,

1959). The “materialist revolution,” as Lewontin termed it, treated variation as causal, rather than

noise, and required one to think about change in fully diachronic terms. Evolutionary archaeology

began with Dunnell’s articulation of exactly this point (Dunnell, 1978, 1980, 1982, 1989).

Nevertheless, the application of cultural transmission models within evolutionary archaeologi-

205



8. Conclusion and Directions for Future Research

cal very quickly took on a synchronic, “reconstructionist” flavor. By adopting equilibrium models

from classical population genetics, whether the Wright-Fisher model of drift or the social psycho-

logical models from Boyd and Richerson’s justifiably influential work (1985), the very structure of

the models themselves gave predictions for the stationary, unchanging state of a population. Fitting

suchmodels to observational data requires treating our data “as if ” they were a synchronic sample of

a population at a moment in time, so that the observed frequency distribution can be compared to

the theoretical one. Nearly all of themicroevolutionary program for cultural transmissionmodeling

in archaeology has proceeded in this way, until very recently (Kandler and Shennan, 2013).

Chapter 1 describes in more detail how, as researchers began to see conflicting results when

reanalyzing the same canonical data sets over and over in their methodological papers, it became

apparent that efforts to fit cultural transmission models to data led to ambiguous conclusions. This

realization led to serious discussion about equifinality between transmission models (Barrett, 2019;

Kandler and Crema, 2019; Premo, 2010). The first set of questions that comprise this dissertation

address this question: how severe are the equifinality problems faced by the microevolutionary ap-

proach? Is it possible to distinguish between transmission models using coarse-grained data on

frequencies of cultural traits in a population?

Archaeological data are “coarse grained” in two ways, both relevant to the microevolutionary

program. The first is that archaeological observations are always diachronic in nature and inher-

ently represent counts and frequencies that refer to depositional events over a duration. Sometimes

the duration might be short, as in the archaeological record of recent historical periods, or a single

assemblage may represent deposition across millennia. Second, as archaeologists we nearly always

operate with assemblages which represent whole populations or subpopulations, except in specific

depositional and many historical contexts. This means that heterogeneity within populations may

not be distinguishable given assemblage-level data. Furthermore, this means that realistic models
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of heterogeneous social learning may not be identifiable and empirically sufficient with population

level data alone. Chapters 2 and 3 addressed each of these types of “coarse graining” on our ability

to fit cultural transmission models. I summarize their conclusions in turn.

8.1.1.1 The Centrality of Time Averaging To Evolutionary Modeling

Chapter 2 examined the effect of time averaged observations on the observable statistics we use to

measure goodness of fit between archaeological frequency distributions, and the theoretical mod-

els we employ as hypotheses. Since most of our hypothesis tests or goodness of fit testing is related

to the shape of frequency distributions, the effect of aggregation on diversity measures is critical

to understand. My results indicate that richness is inflated in samples with longer duration com-

pared to synchronic observations. This is the underlying reason why culture historians noted that

assemblages used in seriation should be of equal duration. But this fact takes on critical importance

with most of our cultural transmission models, since the number of expected traits (or alleles, given

their origin in population genetics) is the “sufficient statistic” at a given population size and muta-

tion rate. The “evenness” of frequencies is flattened with greater assemblage duration; this causes

problems with neutrality tests that seek to employ the shape of the frequency distribution, including

Ewens and Watterson’s tests and Slatkin’s “exact” tests for neutrality. As a result, such tests display

increased Type I error rates.

Themost important contribution ofChapter 2 is the linkage between how long cultural traits per-

sist in the record, and the timescale over which time averaging effects appear. Assemblages whose

duration is longer than the mean lifetime of the classes which analytically represent cultural vari-

ation will display increased richness, flattened diversity, and increased Type I error in “neutrality

tests.” Assemblages whose duration is equal to the mean trait lifetime, or shorter, are not affected

by time averaging in these ways measured here. This is an important result because archaeologists
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can, at the time of data collection and subsequent artifact analysis, exert some control over the ef-

fects that time averaging might have on our analyses. Relative comparisons between assemblages

are possible, if durations are comparable. Sometimes it is possible to control the degree to which

we aggregate artifacts into “assemblages” for analysis both during fieldwork, and afterwards in an

analytical manner.

In like manner, we have partial control over the relative lifetimes of the artifact classes we use to

measure cultural variation. We must always remember that the classes and types whose frequencies

we are comparing to transmissionmodels are analytical constructions, rather than being inherent in

the rocks and sherds we handle (Dunnell, 1971). Because we form the classes we then use for count-

ing abundance and forming frequency distributions, we can vary classification “level” (sensuDunnell

1971) and by doing so, often vary the time span over which a class is represented in the record. Vary-

ing the number of dimensions of variation in our classification will affect the measured “lifetime”

of the classes themselves. Individual attributes (or modes) belonging to a single dimension of varia-

tion (e.g., straight rims on ceramic bowls) may persist in the archaeological record for long periods

of time (and, indeed, by themselves may occur in unrelated contexts, thus being non-homologous).

But when we combine dimensions of variation, say by constructing a ceramic classification by inter-

secting rim formwith surface treatment with rim decoration, each combination of these dimensions

tends to have a restricted spatio-temporal distribution. Since we can affect our classifications and

the level of detail they differentiate, we have some ability to tune our observations of cultural trait

frequencies in response to the level of temporal aggregation present in the archaeological deposits

we seek to study.

This does not mean that careful tuning of classification level, and reduction of assemblage dura-

tion is sufficient to render synchronic, microevolutionary models empirically sufficient. Even short

duration assemblages are still a diachronic source of data, that demand diachronic, historical expla-
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nations. The effects of time averaging are worth studying not because we can “correct” for them, but

because aggregation effects tell us something about the time scales our diachronic hypotheses must

be framed at, in order for our data not to “underdetermine” alternative models (Perreault, 2019).

The study of time averaging effects is integral if an evolutionary archaeology is to develop testable

explanations for the archaeological record, as it is critical for paleobiology in developing testable

explanations of the fossil record (Kowalewski, 1996).

8.1.1.2 Coarse Grained Data Cannot Distinguish Realistic Microevolutionary Models

Chapter 3 examined the secondproblem that themicroevolutionary approach faces givenonly coarse

grained data sources. Data on artifact class frequencies nearly always reflect prevalence in some pop-

ulation aggregate, with only limited information about individual variation (except in historical ar-

chaeology and certain other specialized depositional circumstances). Since real human (and animal)

populations are a mixture of individuals with different social learning strategies, we need to under-

stand the degree to which different mixtures of social learning rules are reflected in population-level

data in ways that can be statistically identified. Alternatively, do population-level data “average over”

individual variation in ways that cause population-level patterns to converge too strongly to be able

to statistically discriminate between models. Using simulation and machine learning classifiers, I

examined whether it was possible to distinguish different mixtures of social learning strategies with

only population-level summary data, in the form of relative frequencies of artifact classes.

The results were not encouraging, if population level data are also subject to sample size effects

and any temporal aggregation. It proved possible in some cases to distinguish between mixtures of

strategies and a population of the same size practicing unbiased copying, when the frequencies used

were a complete census of the population, and when no aggregation was present. With partial sam-

ples of the population, equifinality between models (even under the ideal circumstances of a simu-
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lation experiment) increased. Similarly, when time averaging of observations is a factor, equifinality

between model comparisons was strong, and with both factors, we are simply unable to distinguish

between theoretical models with population-level data on trait frequencies. This does not bode well

for identification of microevolutionary models of transmission in most archaeological situations.

8.1.1.3 A Systematic Method for Measuring Equifinality and Underdetermination

In addition to examining the limits of empirical sufficiency given population level data, Chapter 3

employed a statistical method for detecting equifinality among theoretical models which has con-

siderable generality. The method simultaneously addresses theoretical overlap in outcomes, as well

as the ways in which the spatiotemporal and sampling characteristics of our data may affect empiri-

cal sufficiency. I use the idea that distinguishable hypotheses (models) will generate predictive data

distributions which can be separated by the Bayes classifier for the model set; sets of models which

are equifinal given a set of variables and data collection treatments will not be separable.

The Bayes classifier is typically impossible to directly calculate, but it can be well approximated

by using machine learning classifiers with sufficiently high model capacity (Hastie et al., 2009). In

this study, I examined classifier performance in distinguishing pairs of transmission models, with

samples from the same predictive data but with differing sample sizes and amounts of temporal ag-

gregation. This combination of methods allows us to examine two questions simultaneously: (a) are

a set of models or hypotheses distinguishable even in theory, given a set of observable variables, and

(b) how do data collection treatments, or the empirical scale of our data in terms of resolution or

duration, affect model identification? This method is more general than cultural transmission mod-

eling, and in fact should be a standard question we ask about theoretical models and our data at the

outset of a research project. As Perreault (2019) notes in his excellent recent book, far too many hy-

potheses in archaeology are empirically insufficient because they are underdetermined by any data
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we can feasibly collect.

8.1.1.4 Final Thoughts on the Microevolutionary Program

I started this dissertation work understanding that much of the cultural transmissionmodeling hap-

pening in archaeology was aimed at synchronic, reconstructionist goals; for example, attempting to

determine what cognitive biases a past populationmight have displayed. It should be clear that there

is no good answer to that question even in theory. Are modern communities “conformist”? Novelty

seeking? The answer has to be “no”: individuals are, and vary in that tendency, and this means the

frequency and prevalence of different social learning behaviors varies both historically, and situa-

tionally. I began this work with the goal of trying to examine larger scale ways of modeling cultural

transmission, but I did wonder whether models like Boyd and Richerson’s could be “scaled up” to

gather diachronic, longer-term and larger-scale predictions (much as Kandler and Shennan 2013

proposed).

This kind of rescaling approach has been incredibly successful in other disciplines, such as statis-

tical physics and physical chemistry. In order to rescale (or “coarse grain”, to use the term most often

employed by physicists) our cultural transmission models, we would progressively observe them at

larger scales, “averaging” over variation at lower scales to make predictions at larger scales. The

research in Chapter 3 originally involved such an approach: I wanted to see if an explicit renormal-

ization technique, of the type pioneered by Leo Kadanoff (1966; 2000), would show that mixtures of

social learning modes “average out” when viewed at progressively coarser scales. The basic concept

for this kind of renormalization is pictured schematically in Figure 8.1. To the extent that individu-

als “balance” each other’s biases and social learning modes, the net effect when we “zoom out” may

look unbiased.

There is certainly an inability to distinguish between mixtures of social learning modes, as doc-
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Figure 8.1: Example of “block renormalization” of a mixture of cultural transmission modes. Un-
der the assumption that the conformist and anti-conformist biases are either equal and opposite,
or drawn from random prior distributions, as one averages over more and more individuals, the
population level effect begins to look more unbiased. This concept was the original impetus for the
modeling approach taken in Chapter 3.

umented in Chapter 3, but I came to believe that an explicit renormalization approach to moving us

frommicroevolutionarymodels to theirmesoscopic consequences was not a fruitful one. The ability

to renormalize a theory at a lower level and use it to predict consequences at larger scales turns out to

depend upon two main properties, which are quite general. One may apply to cultural transmission

modeling; the other definitely does not.

First, “coarse graining” a theoretical model requires scale separation, where some aspects of the

detailed fine grained behavior of the system can be ignored at the higher level, because the effects be-

come small enough to ignore (Hillerbrand, 2015). A classical example is using the “fine grained” the-

ory of classical mechanics to predict the behavior of planets in our solar system (the coarse grained

problem). We know that the “two body” problem is solvable, because the interaction between two

objects still produces integrals with closed-form solutions. But even the “three body problem” (say,

the Sun, Earth, and Moon) is not solvable. The degrees of freedom produce non-linear interactions

and the system is no longer analytically integrable. Why then, can we still produce numerical an-

swers with stunning accuracy? The contributions of some forces become exponentially small, given
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their size and distance, and thus can be ignored. Scale separation denotes the situation where some

small scale effects become orders of magnitude smaller than the “main” effects in our models, and

thus can be omitted. Whether scale separation applies if we “renormalize” transmission models in-

corporating cognitive biases is an open question; the answer may depend upon the relative strength

of each effect. This is well worth investigating.

Second, usually in physical theory, the fine grained theory is “simpler” than themacro ormesoscale

phenomena. Classical mechanics is time reversible and follows a few simple principles; it is the

mesoscale phenomena like superconductivity, magnetism, and phases of matter that display com-

plexity, phase transitions, and “critical points” where their behavior flips. The whole discipline of

statistical physics aims, in fact, to understand universal principles for how combinations of simple

rules give rise to complex and path-dependent behavior at large scales. As seductive as it is (at least

to me!) to think that we could apply this kind of modeling paradigm in the social sciences, it seems

increasingly clear to me that we are facing a different kind of situation.

The individual scale in social learning and cultural transmission theory is not simple—it is rich

and variable, asmuch of anthropology, psychology, and other social sciences can attest. The situation

we face is less like orbital mechanics and more like the study of turbulence in fluid dynamics, where

small details lead to structure andpattern at all scales. And there is no good solution at themicroscale

for problems like turbulence. Instead, we study them empirically, modeling directly at the scales we

need to, for the data we are attempting explain. The mathematical problem of studying turbulence

directly at the “individual” or microscopic level remains out of reach—full generic solution of the

Navier-Stokes equations remains an open Millennium Prize challenge, for example.

Thus, I have come to believe that we are in a situation where instead of employing individual-

level models as explanations in themselves, our models need to directly model variation and history

at mesoscopic and macroscopic scales. The strength of archaeology as an evolutionary discipline is
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time depth: we study a record of how human behavior differs over space and has changed over time.

This requires us to construct models that are hypotheses about the evolutionary history of cultural

variants in a region and over a period of time. Our evolutionary models should be hypotheses about

the trajectories that different models of cultural transmission and social learning take, over time

scales which match the time scales at which we can realistically observe the process.

8.1.2 Mapping Evolutionary History at the “Mesoscale” with Seriation Graphs

As we move away from microevolutionary analysis and towards historical, diachronic models at

the “mesoscale,” the modeling framework necessarily changes. Our hypotheses are no longer syn-

chronic, equilibrium models but instead become historical narratives which describe why changes

we see in artifact class frequencies occurred in the way they did. O’Hara (1988)’s distinction between

“chronicle” and “history” provides the perfect framework formodeling this kind of evolutionary his-

tory. Chronicles are “the facts,” while histories are explanations. Histories provide causal narratives

that purport to explain the chronicle of empirical observations.

In Chapters 4, 5, and 6, I explored how to: (a) formalize a hypothesis about the regional history

of community interaction and cultural transmission in the form of an “ temporal network” model;

(b) construct seriation graphs which summarize the spatial and temporal history of how cultural

traits varied, and (c) developmethods for assessing the fit between a temporal networkmodel and an

empirical seriation graph, using summary statistics about seriation graph topology. In this structure,

a set of interval temporal network models are the candidate “histories”, and function as hypotheses.

Seriation graphs function as one kind of evolutionary chronicle; in this case, it is a chronicle about the

spatial and temporal change that we see in the frequency of different cultural traits. The topological

properties of seriation graphs become the statistics we use in machine learning models to make

judgments about equifinality, and to attempt to perform empirical fits to data.
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In order for seriation graphs to function well as chronicles, they need to have rich enough state

spaces that different causal histories will cause meaningful differences in the structure of the seri-

ation solutions. This is an important reason that Lipo and I moved to a graph representation from

our former work building multiple independent seriations out of empirical datasets (Lipo et al.,

2015). But richness of structure means that seriations must incorporate many assemblages, not just

a few. Small seriation solutions will nearly always underdetermine any set of candidate hypotheses,

because small seriation solutions can take on only a limited number of “shapes” and thus there is

little scope in the “state space” for the original data generating model to create distinguishable em-

pirical effects. Thus, in Chapter 5, I worked with Carl Lipo on developing more efficient criteria for

seriating large sets of assemblages. Our results with distance-minimization as the ordering criterion

builds on earlier work by Kadane and Shepherdson, and in combination with our graph construc-

tion heuristics, yields the ability to easily analyze dozens of assemblages at a time and construct large

seriation graphs that might display unique structure given different patterns of interaction.

Chapter 6 represents an initial attempt to put the pieces described above together, and determine

whether it is possible, in theory, to discern hypotheses about regional transmission history, using

seriation graphs as the empirical unit of observation. The results are positive and suggestive that

further research would help outline the limits of the approach, and possibly improve discriminatory

power between different classes of historical models. I return to the next steps for this research

program in Sections 8.2.1 and 8.2.2.

8.1.3 Methods for Including Structured Information in Cultural Transmission Models

In addition to constructing better spatiotemporal models of cultural transmission at archaeological

scales, we also need “thicker” descriptions (sensu Geertz 1973; Ryle 1949) of cultural variation and

how social learning processes interact and coevolve with the content of cultural variation. Following
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ideas from Mesoudi and O’Brien (2008b), in Chapter 7 I considered how to build a model encap-

sulating the dependency structure between traits in the form of a graph. Simulated transmission

dynamics were then subject to that dependency structure as well as social learning rules. Two types

of social learning rule were then compared in a modified Axelrod model: individual innovation, as

compared to direct instruction. The results show that, as one might expect, formal instruction or

tutoring results in deeper, more complete cultural repertoires, in comparison to pure imitation and

individual trial-and-error learning. This research originally appeared in a volume on the “learning

hypothesis” for behavioral modernity among Upper Paleolithic hominids, and the results described

here lend support to the idea that “behavioral modernity”—the explosion of complexity and vari-

ety seen in late Paleolithic artifact inventories—may be the result of the coevolution of new forms

of social learning with cumulative technological development, rather than being a consequence of

biological change or demographics.

At a methodological level, this work contributes new ways of modeling cultural transmission

such that we can create credible hypotheses for how social learning rules and content can evolve to-

gether. This is necessary if we are going to move beyond formal, very abstract models for cultural

transmission, and actually explain the evolutionary history of a technology. The effort to construct

thicker models has been championed by Tostevin (2019) in archaeology, following the critically im-

portant work of William Wimsatt and colleagues (Wimsatt and Griesemer, 2007; Wimsatt, 2019). I

discuss some possible future research directions in Section 8.2.3.

8.2 Next Steps and Future Research

The major goal of my dissertation research is to examine whether we can improve the empirical

sufficiency of cultural transmission research in archaeology by: (a) understanding the sources of
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equifinality between models, and building methods to detect it; (b) modeling cultural transmission

at spatial and temporal scales appropriate to the coarse grained nature of archaeological data, and

(c) selecting empirical observable units (such as seriation graphs) which display enough variation

betweenmodels, that our hypotheses are not underdetermined. The conclusions just described show,

I believe, some success in achieving all three goals. Nevertheless, some of the approaches I employed,

such as the use of temporal networks and seriation graphs in Chapter 6 remain in their infancy, with

many questions still to answer and refinements possible. In this section, I describe next steps for

several of the methods and approaches used in previous chapters.

8.2.1 Further Development of Temporal Network Models as Evolutionary Hypotheses

In Chapter 6, I examined the idea that we could represent a diachronic hypothesis about the history

of cultural transmission in a region in the form of a so-called “temporal” or “time-varying” network.

I proposed that interval temporal networks were a good tool for representing long term change in

cultural transmission patterns between sedentary, nucleated communities. The temporal network

model functions as a formalization of a standard “metapopulation” modeling framework, in which

discernible subpopulations can be identified and sampled, and have sufficient persistence that one

could (in theory) measuremigration rates between the subpopulations. Not all of the empirical situ-

ations we wish to study as archaeologists fit into a metapopulation modeling strategy, however, and

thus interval temporal networks will not be a good tool for representing evolutionary hypotheses

in all situations. Interval networks would not be a good structural model for transmission in highly

mobile populations or dispersed hunter gatherer communities, for example. Given how difficult it is

to describe residential and community patterning in the deep Paleolithic record, we would need dif-

ferent observable models to build evolutionary chronicles for such situations. Such models may not

be discrete, like graphs, but instead may be field-like, with gradients of class prevalence the primary
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objects of analysis. This remains an open question.

Within the class of problems for which interval temporal networks are appropriate, there are

several avenues to follow and improve upon the results reported here. These include:

• Understanding how to characterize equivalence classes of temporal network structures, in the

same way that we can order or classify static graphs;

• Describe equivalence classes of network structures that have similar behavior under transmis-

sion or diffusion processes.

The first element involves understanding good ways to characterize meaningful differences in

interval graphs. In Chapter 6 I did not directly analyze the temporal network models themselves,

instead looking for the effect their structure may have on transmission via seriations. This approach,

derived frommy earlier work onways to characterize equifinality (see Chapter 3), is useful but highly

indirect and computationally expensive. We can complement the approach I took here with a direct

study of the interval temporal networks that form our transmission scenarios.

For static graphs, there aremany results in graph theory that help characterize equivalence classes

of graphs. In particular, functions of the Laplacian spectrum define classes of structures, as do the

eigenvalues of the adjacency matrix. The “energy” of a graph (i.e., the sum of the eigenvalues of

the adjacency matrix) appears to be strongly related to how the graph can be decomposed into sub-

graphs with differing structure (e.g., cycles, cliques, trees) (Estrada and Benzi, 2017; Gutman and

Zhou, 2006). We also know, for example, We know that trees which have 4 or 5 distinct eigenvalues

(at a given diameter) are completely characterized by their normalized Laplacian spectrum (Braga

et al., 2015). That is, each distinct set of eigenvalues forms a distinct and distinguishable set of tree

structures. The ability to understand structural equivalence classes is important for understanding

when we should see differences in the behavior of a cultural transmission process across a set of
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network structures, since a large body of research has shown how graph topology affects diffusion-

like processes on static graphs (see reviews in Castellano and Pastor-Satorras 2006; Durrett 2007;

Grimmett 2018; Szabó and Fath 2007).

For time varying or temporal graphs, we are beginning to understand their structural properties

(Nicosia et al., 2013, 2012), especially given strong interest by computer scientists in using tempo-

ral contact networks to study consensus algorithms, distributed systems design, and mesh network

design. Similarly, given the importance of time varying contact networks in epidemiology, we are

beginning to understand the behavior of diffusion processes across contact networks (Liu et al., 2013;

Paré et al., 2017; Liu and Wang, 2014; Uribe et al., 2019; Santoro et al., 2011). Most of this work has

focused on “contact” networks where edges represent short-duration events, so there is a need to ex-

amine the degree to which the behavior of diffusion processes on interval networks may differ from

contact networks.

Finally, given a general understanding of how diffusion processes (including epidemics, cultural

transmission, population genetics) operate on interval networks, we can return to the general ap-

proach taken in Chapter 6 and examine more systematically which transmission scenarios we can

distinguish. To answer archaeological questions about “complex societies,” for example, we would

like to be able to formulate transmission scenarios where “hierarchy” exists. We also need to be able

to model the transition from flatter “nearest neighbor” and “small world” patterns of connectivity to

hierarchical patterns of interaction, in order to examine hypotheses about the origins of hierarchical

forms of social organization, and its potential breakdown.

8.2.2 Statistical Properties of Seriation Graph Solutions and Transmission Scenarios

In order to perform statistical analysis on seriation solutions, including using classifier models to

under equifinality, or clustering algorithms to understand similarities in structure, we need to extract
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summary statistics from seriation graphs. In Chapter 6 I focused on the “Laplacian spectrum”: the

set of eigenvalues and their multiplicities for the Laplacian matrix of a graph.1 The Laplacian matrix

for a general graph incorporates information about the pattern of edge connections through the

adjacency matrix, and the density of connectivity (or “branchiness”, for trees) through the degree

matrix. I employed the eigenvalues of the Laplacian as a set of independent or predictor variables that

I used to train a classifier model, measuring the ability to cleanly separate different graph structures

and “predict” the true data generating model underlying the seriation graph.

Although this approach was successful, it is not clear how many classes of transmission scenar-

ios can be distinguished. To understand how generic the approach might be, and what additional

developments might improve it, I propose two research directions to further develop the method:

• Weneed to characterize howmuch variation in Laplacian spectra exists across seriation graphs

with a given number of assemblages;

• We can explore richer representations for seriation relationships which will provide bigger

state spaces for discriminating between hypotheses.

One thing that the approach taken in Chapter 6 did not clarify is the degree to which seriation

graphsmight not vary enough in their Laplacian spectra to distinguish between data generating pro-

cesses. How large is the “state space” formed by possible eigenvalue spectra for all trees onN vertices?

It may turn out that there is enough variation to differentiate transmission scenarios which are ex-

tremely different in their structure: for example, nearly regular graphs of the “nearest neighbor”

type, and a lineage splitting model which contains separate components. What is unclear is whether

seriation graphs are still “too similar” in structure such that they underdetermine more subtle com-

1Concurrent with my own work, Lewitus and Morlon (2016) employed Laplacian spectra to classify phylogenetic
trees.
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parisons between transmission scenarios, such as small world connections versus hierarchical social

interaction.

A first step is to characterize how much the Laplacian spectra of trees with N vertices can vary.

For example, although the number of uniquely labeled trees on, say, 20 assemblages is very large

(Cayley’s theorem yields 2.62× 1023 distinct solutions), the number of distinguishable spectra may

be much smaller given that trees have relatively limited variation in edge connectivity patterns. This

is a purely quantitative question, and answerable using the tools of combinatorics and graph theory.

Second, it is possible to study other representations of seriation data as well which might con-

tain more structure. Our IDSS seriation algorithm (Lipo et al., 2015) by default produces solutions

which represent the “minmax” solution: the largest set of assemblages that can form a valid solution,

linked by edges which represent the smallest differences between class frequencies among adjacent

vertices (Figure 8.2). This “minmax” solution graph, whether constructed using unimodality as the

ordering criterion or simple distance minimization (as described in Chapter 5), represents a kind of

minimal spanning tree which accounts for both spatial and temporal effects on ordering assemblage

frequencies.

That minimum spanning tree is constructed by pruning edges from an intermediate represen-

tation which is the union of all valid subsolutions (Lipo and I dubbed this the “sumgraph” or “ag-

gregrate” graph representation). If the criterion being used is unimodality, the sumgraph will rep-

resent only those links where unimodal solutions could be found, and will be denser than a tree

but sometimes sparser than the complete graph over N vertices. The sumgraph records more sim-

ilarity information than a “minmax” solution tree, and can have loops, cliques, and richer overall

structure. Because the graph structures are not strict trees, and can have richer connectivity pat-

terns (which can vary in different areas of the solution), the Laplacian spectra of the intermediate

sumgraph should exhibit more variation than the final minmax tree. This creates a large space of
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Figure 8.2: Seriation graph creation steps. In this example, we begin with the graph representation of
three valid seriation solution fragments (1-3) for a set of 9 assemblages (A-I). In the figure, the thick-
ness of the edges reflects the summed difference in frequencies between each pair of assemblages.
Each solution represents a valid and unique seriation. To combine these three possible solutions into
one overall solution, we first take the union of the partial graphs to create a single aggregate solution
that is composed of all vertices and edges from the individual subsolutions. Using the aggregated
graph or “sumgraph”, we then reduce to a final seriation solution by including the fewest edges that
can be made between all vertices and starting with the edges with the smallest weight (the sum of
frequency differences). Edges are added sequentially ranked by total frequency difference until the
vertices form a single connected three. Edges with equivalent total weight are retained. Reprinted
from Figure 6, (Lipo et al., 2015) under the terms of the Creative Commons Attribution License
https://creativecommons.org/licenses/by/4.0/.
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variation within which we might distinguish between hypotheses in assessing equifinality, and po-

tentially clearer ability to fit empirical data to different models. I have done some work repeating the

experiments of Chapter 6 with sumgraphs rather than minmax seriation trees, and the results seem

promising but there is a great deal that needs to be done to validate this line of reasoning.

8.2.3 Classification and Modeling Design Space

We always measure cultural variation, and map its spread through space and history through time,

by examining the prevalence of archaeological classes of types (Dunnell, 1971). These classes are

always analytical constructions, even if in practice archaeologists frequently employ standard clas-

sifications in a given region whose origins are a mixture of analysis and common sense. Since those

classes are constructions, it is clear that “Baytown Plain” or “Elko corner-notched” are not really

units of transmission, in the sense that the attributes denoted by those types were always learned or

copied together. And yet, in much of the published literature on cultural transmission modeling in

archaeology, we end up treating types as if they were units of transmission. This false equivalence

causes us to ignore the actual levels at which cultural information is being transmitted—sometimes

at the level of whole artifacts, sometimes at the level of individual attributes, and at levels in between

given that individuals often learn techniques for construction and the attributes we observe are the

byproducts of employing those techniques.

Instead, we should explicitly model the effects of classification and its “level” (fineness or coarse-

ness) on our transmission models, in the same fashion that in Chapters 3 and 6 I explicitly modeled

temporal aggregation in the transmissionmodel itself. We cando this bymodeling the artifact design

space as a paradigmatic classification (Dunnell, 1971; O’Brien et al., 2015). Given a well constructed

paradigmatic classification, we can vary the “fineness” with which we tabulate cultural variation by

changing the “level” of the classification: adding or removing dimensions, or changing the gran-
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Figure 8.3: Factors which govern classification “level”.

ularity with which we slice a dimension of variation into attributes or modes (see Figure 8.3). In

our early work (Lipo et al., 1997), we changed the level of the Phillips et al. ceramic classification

for the Lower Mississippi River Valley by lumping their types into larger aggregates, and performed

seriations with the original and two levels of lumped classifications. When the resulting seriation

solutions were mapped, the effect of varying the level of the classification is to create clusters of as-

semblages at different levels of spatial detail (Lipo et al., 1997, Fig. 17). Thus, changing the level

of classification has the effect of revealing different levels of detail about the evolutionary history

of variants, giving us a limited ability to “zoom in” or out to see pattern at different spatiotemporal

scales.

Adding data collection treatments like assemblage sampling, time averaging, and variable classi-

fication level to a simple cultural transmission model adds a great deal of overhead and complexity.
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In the research described in Chapter 6 I elected not to include classification level in the simulation

models because the computational requirements of the model were already very challenging, and

slowing things down even further would have led to even smaller numbers of replicates. But that is

a software engineering problem, not a scientific one. I have examined how to add variable classifica-

tory level to our simulation models, and extending the work in Chapter 6 to include it is a necessary

next step.2.

8.2.4 Next Steps on Modeling Structured Information

The vast bulk of research on cultural transmission modeling in archaeology has been concerned

with: (a) what the frequency distribution of classes implies about selection or cognitive biases, and

(b) what class frequencies can tell us about interaction in space and time. These problems, at least as

originally framed, required only very “thin” descriptions of cultural variants. In otherwords, cultural

variants in most of our models are simply markers, that possess counts and frequencies. This is to

be expected, given the nature of the questions being asked. But answering questions about how

technologies evolve through selection, social learning, and individual innovation require somewhat

“thicker” descriptions in our models. As Gilbert Tostevin (2019) has argued, the content of cultural

traits matter when constructing transmission models.

Modeling the content of cultural traits in terms of cultural transmission means recognizing that

traits bear a variety of relationships to each other (Mesoudi andO’Brien, 2008b). Flake types in lithic

assemblages relate to each other in terms of reduction sequences; the unpainted color of ceramic ves-

sels is related to firing temperature and firing atmosphere, and so on. Attributes of technologies are

related in terms of the steps needed to create a finished product, the prerequisite knowledge and skill
2A framework for tracking a simulation with a variable-level classification exists in the open-source reposi-

tory https://github.com/mmadsen/ctpy, with a fuller Java-based implementation in https://github.com/mmadsen/

TransmissionFramework that can be ported to Python for integration into the SimuPOP-based simulations described
in this dissertation.
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the artisan needs to perform a given technological transformation, and the locations, resources and

other “scaffolding” needed to learn and execute it (Wimsatt and Griesemer, 2007; Wimsatt, 2019).

Thicker descriptions are important in order to employ cultural transmissionmodels to answer ques-

tions about the substantive history of technologies.

In Chapter 7 I attempted to model one type of dependency between traits: attributes that rep-

resent knowledge which is prerequisite to learning, and thus being able to execute, other attributes.

I employed the tools of algebraic graph theory to examine the degree to which the pool of varia-

tion in observed assemblages fills the abstract “design space”. I believe the framework has merit, but

there aremore relationships and dependencies that can and should bemodeled. Premo and Tostevin

(2016) describe how different classes might be observed, learned, and imitated in different ways in

different locations, leading to their idea of the “taskscape”. Traits or classes which are only observ-

able in certain restricted contexts may exhibit more variability at a regional scale than those which

are observable easily in many contexts, for example.

A good next step would be to examine whether the analysis from Chapter 7 could be done in

the context of a model of lithic reduction sequences, and refine the symmetry analysis methods used

there to examine how the “design space” for reduction sequence options fills in over time, and varies

regionally. This kind of analysis would require, and lead to, deeper partnerships between specialists

in different classes of prehistoric technologies, and specialists in evolutionary modeling.

But a word of caution is in order. As we develop more realistic models for dependencies be-

tween traits, we will need to be on our guard not to feel the “pull of the synchronic”. There is merit

in looking at how social learning interacts with the structure of a technology, but we should not

fool ourselves into thinking that we are going to understand how flintknappers in the middle Pale-

olithic learned their craft, any more than we’re going to learn how much Neolithic European potters

were conformists or novelty-seekers. Our goal in thicker models for the transmission of technology
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should still be to understand change and build diachronic measures for change and innovation. A

focus on classification, modeling of the design space and dependency relationships, and then build-

ing hypotheses about how design space is explored over time, should help keep our modeling efforts

firmly at archaeological scales.

8.3 Final Thoughts

Cultural transmission, broadly understood, is the backbone of an evolutionary archaeology; through

the principle of heritable continuity it provides the central organizing framework for the construc-

tion of evolutionary chronicles; and provides themechanism throughwhich other evolutionary pro-

cesses act as part of our evolutionary explanations. Our exploration of cultural transmission theory

and models in archaeology is, perhaps, out of its infancy, but principally because we have recently

begun to explore its failures and potential limits, and respond with methodological and theoretical

innovation to those issues.

Although I conclude in this work that evolutionary archaeologists should give up on the mi-

croevolutionary program given its conceptual and empirical weaknesses, the enterprise of building

mathematical models of social learning and constructing statistical methods for fitting them to data

remains absolutely critical. Those data will simply not be archaeological, in most cases. But we still

need to understand how cultural transmission “works” as a system of heritability. Conclusions from

theory building and studies at ecological scales can inform the theory building and studies we do

at archaeological scales without being directly “renormalizable” between scales, or direct statistical

fitting exercises. The relationship is instead much the same relationship that population genetics

and evolutionary ecology have with paleobiology; that is, as sources of broad theoretical principles

that are then turned into models and hypotheses of different kinds at different scales.
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Ecological Scale Archaeological Scale
Thick Description

Thin Description

Dual Inheritance Theory

Neutral Theory

Regional Transmission 
Scenarios/Seriations

Phylogenetic
Trees

Artifact Ethnoarchaeology

Engineering Studies

Structured Trait 
Models

Tostevin’s Taskscape &
Scaffolding Model

Kandler’s non-equilibrium
Survival model

Figure 8.4: Conceptual relationship between the models and research discussed in this dissertation
and cultural transmission studies within archaeology. The horizontal axis describes the time scale
over which a body of theory of models are operative, from synchronic, “ecological time” models on
the left, through diachronic, time averaged, “archaeological scale” models on the right. The vertical
axis describes how “thin” or “thick” a model or theory is; does it treat cultural variants as abstract
markers, or does it incorporate the “semantics” of how traits fit together: dependencies, engineering
relationships, and prerequisites? The author’s research in this dissertation is highlighted in red, to
situate the work among other approaches.
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In Figure 8.4, I attempt to depict the relationship between the various research programs and

models discussed in this dissertation. The horizontal axis principally reflects time scale, from eco-

logical scale studies of living populations, to archaeological scales which cover broad spans of space

and time. The vertical axis reflects the degree to which cultural transmission models are “thin” and

study just the statistical distribution of outcomes, or are “thicker” and model the actual content and

relationships of cultural traits. The “mesoscale” research and models discussed in this dissertation

are shown in red. The areas of theory and modeling given on the left side function as the synchronic

science that research programs shown on the right can use to build diachronic chronicles and evo-

lutionary explanations.

At the archaeological scale, we need both thin and thick efforts, for different purposes. The pur-

pose of “thin” models at archaeological scales is to map the flow of cultural variation through space

and time. Thin models give us the evolutionary chronicle of what happened when, where the inno-

vations came from, to where did they spread, where they were adopted, where they were abandoned

after they proved less than useful, and so on. Thick models take the engineering and functional

information we derive from essentialist sciences like physics, chemisty, and various engineering dis-

ciplines, as well as rigorous ethnographic observations, to help us explain how technologies evolved,

by allowing us to see our artifact classes (and their shifting frequencies) in the overall context of the

technologies of which they are the phenotypic “hard parts”.

On the right side of the diagram, I included several other bodies of research that are important

for elaborating a truly archaeological scale cultural transmission theory. I have described the im-

portance of Kandler’s (2013) work on non-equilibrium, diachronic models elsewhere in this work,

as well as Tostevin’s (2012; 2019) work developing rich models for the social learning of lithic tech-

nology. Both pieces of work serve as exemplars of approaches we need to follow and further develop.

Phlyogenetic methods, and the macroevolutionary approach based upon them, have received
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less attention in this dissertation, but it is appropriate to understand their relationship to the “meso-

scopic” work described here on seriation. I do not see seriation and cladistics as competitors or

alternatives. They are, instead, ends of a continuum of methods for documenting the evolutionary

chronicle. This continuum operates by varying classificatory level and by using categorical versus ra-

tio scale variables. Although there has been some work on polymorphic phylogeny, employing fre-

quencies of traits to understand finer-scale phylogenetic relationships (Wiens, 1999), the vast bulk

of phylogenetic analysis employs the presence or absence of classes or traits (and their directional-

ity of change, in cladistics) to determine relationships between taxa or samples. Seriation, both as

classically employed and as rebuilt by Lipo and myself as an evolutionary method, can employ both

presence/absence and frequencies, but the real value of the method comes in incorporating the rich

frequency data that archaeological research generates.

Given these similarities and differences, it is typical that seriation is most appropriate when

most assemblages or samples share the same group of classes (even if not all assemblages possess

all classes), and where the differences arise in their frequency. Such situations are “zoomed in” of-

ten to relatively small intervals of time and small regions. This is the “mesoscale” as discussed in this

dissertation. Phylogenetic methods are most appropriate when most assemblages or samples do not

share the same group of classes, and we seek to understand evolutionary history simply through the

pattern of their innovation and adoption. That is typically at larger spatial and longer time scales

than questions we employ seriation to answer. The methods—and future derivatives of each, since

there is much room for innovation here—are like selecting different lenses for a camera, rather than

using different tools altogether. There will be much fruitful cross-pollination between the meth-

ods as well if we stop seeing them as alternatives or different methods and begin seeing them as a

continuum of ways to create testable and secure evolutionary chronicles.

In the final analysis, the central task of an evolutionary archaeology is to provide the time depth
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and testable evolutionary history needed for the social sciences to study the richness of human his-

tory and lived experience in a scientific manner. Anthropology possesses the breadth of subject

matter and time depth to lead this endeavor, partnering with the “ecological scale” disciplines like

psychology and economics but providing the tools to handle diachronic change and historical con-

tingency. Those tools are still under development, as my work here demonstrates. But the combi-

nation of century-old cultural historical methods with the quantitative methods of computational

science, statistics, and various branches of mathematics is powerful, and we should look forward to

rapid progress as the study of cultural transmission matures.
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